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Chapter 1

Introduction

1.1 What isMOLARISand MOLARIS-XG?

MOLARISis a package that integrates two main modules,ENZYMIXandPOLARIS, and a
set of general utilities which are incorporated in the module ANALYZE. These three mod-
ules are interconnected in order to provide a robust and powerful tool for investigating the
function of biological molecules. The program is particulary effective in studies of enzy-
matic reactions [1] and in evaluating electrostatic energies in proteins [2].MOLARIS-XG
is an extension of theMOLARISpackage to coarse-grain (CG) calculations [3]. The use
and scope ofENZYMIXandPOLARISas well asMOLARIS-XGare described in the next
sections.

Characteristics of the program

The software design principles behind the development ofMOLARISare similar to other
molecular modeling products with the exception thatMOLARIShas been developed to
be used by experts and non-experts alike.MOLARISis a resultsoriented (as opposed to
methodsoriented) product with the following characteristics:

� Targeted to solve a speci�c R&D problem: Solvation, bindingand catalysis.

� Easy to use, to teach, quick to provide results.

� Packaged with the expertise of experienced computational chemists.

� Directly linked to experiments: direct comparison againstmeasured properties.

MOLARISprovides a complete tool for the investigation of the structure-function relation-
ships in enzymes and other biomolecules. Thus,MOLARIScan:

� Propagate molecular dynamics (MD) trajectories for various purposes.

� Evaluate free energy pro�les for reactions in water and in enzymes, by means of
combinations of empirical valence bond (EVB) potential energy surfaces with free
energy perturbation/umbrella sampling (FEP/US) approaches.

7



8 CHAPTER 1. INTRODUCTION

� Obtain solvation free energies of molecules in water or in the protein. Evaluate the
solvation energy of part of a macromolecule. This is done with powerful spherical
boundary conditions and special treatment of long ranged interactions.

� Perform fully automatedpK a calculations for ionizable residues in the protein and
obtain titration curves of all the residues within the protein. ThepK a calculations
are done using the linear response approximation (LRA) method using automatically
generated protein con�gurations for the charged and uncharged states of the given
residues.

� Obtain absolute binding free energies of ligands - not only enthalpy or scoring func-
tions. This again is done with the powerful LRA approach.

� Calculate REDOX potentials in proteins. Here our approach has been shown to be
particularly powerful in very challenging cases includingiron sulfur proteins.

� Study ion permeation through ion channels. This allows one to explore the effect of
voltage on conductance and gating within the actual structure of ion channels.

� Calculate electric �elds and molecular electrostatic potentials in proteins.

� Calculate the effect of ionic strength.

� Evaluate entropic effects on binding and obtain activationentropies for enzymatic
reactions.

How doesMOLARISdiffers from other molecular modeling packages?

Some of the above characteristics are shared byMOLARISand other molecular modeling
packages. However, there are distinctive features inMOLARISthat cannot be found in
other programs:

� The use of the EVB/FEP/US approach, which allows one to explore the catalytic
activity of enzymes by means of comparison of the reaction pro�les in the enzyme
and in solution.

� Proper inclusion of electrostatic effects in water and in proteins, including the treat-
ment of induced dipoles by a polarizable force �eld (which isproperly coupled to the
EVB Hamiltonian).

� The use of the protein dipoles/Langevin dipoles (PDLD) method and its variants in
order to study solvation and binding energies, REDOX potentials andpK a shifts. For
example, the PDLD/S-LRA method reliability allows us to obtain accurate binding
free energies that can be directly compared to experiment.

� The use of proper boundary conditions in free energy calculations, including a unique
representation of the proper solvent polarization on the surface of the simulation
sphere. The neglect of this effect leads to problematic results in free energy calcula-
tions of charged groups and then the results depend on the size of the group.
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� Proper inclusion of long range effects by means of the local reaction �eld (LRF)
method.

� Advanced FEP treatments of solvation energies and even entropic effects upon ligand
binding or in enzyme catalysis.

1.1.1 What isENZYMIX?

The main purpose ofENZYMIXis to generate the free energy pro�le of reactions in solution
and in proteins by means of the EVB/FEP/US methodology. Comparison of the reaction
pro�le for the solution reaction to that of the enzyme reaction allows the user to differen-
tiate between various mechanisms for the enzymatic reaction. Using the EVB method, it
is possible to translate a postulated mechanism (e.g., proton transfer, nucleophilic attack,
electron transfer, electrophilic attack, etc.) into a force �eld that the computer can under-
stand and can be used for calculating the free energy pro�le of such a mechanism. Thus
the computer allows the user tosimulatethe feasibility of a proposed mechanism by com-
paring its free energy pro�le to the pro�les of other mechanisms. The use of theENZYMIX
program inconnectionwith experimental studies is at present the most powerful way of
studying reaction mechanisms, of biological macromolecules.

In order to appriciate what is done byENZYMIXone should realize that it isextremely
hard to generate accurate potential energy surfaces for even small molecules using state-
of-the artab initio techniques. The philosophy behindENZYMIXis that an alternative to
the elusiveab initio studies of enzymatic reactions is the use of the EVB approach, which
involves mixing of valence bond VB type force �elds. This EVBapproach can be forced to
reproduce theab initiopotential energy surface of the relevant reference reaction in solution
and can be used to explore thechangeof the surface in the enzyme active site. These force
�elds are constructed using insights gained from both experimental and theoretical studies
and represent an “engineering” approach to molecular potential surfaces as opposed to the
“�rst principles” approach emphasized inab initio methods. In this approach we insist on
getting the most reliableexperimentalor theoreticalestimates of the gas phase energies
of the charged fragments. Alternatively, we use the experimental energies of forming the
fragments in solution and their calculated solvation free energies, noting that it would be
essential to recalibrate the currentab initio results on the same experimental free energies.
Since the force �elds inENZYMIXareempiricalin nature it is possible to make them more
accurate as more experimental and/orab initio-based information is gained. See refs. [1, 4]
for further discussion.

In addition to the above EVB/FEP/US tasks, theENZYMIXmodule also provides a
very effective way of performing a wide range of simulation studies. This includes the
special ability to perfrom reliable FEP calculations of charges in proteins. This is due to
the special boundary conditions and long range treatments in the program (see sections
2.1.5 and 2.1.6).ENZYMIXalso allows one to perform advanced QM/MM calculations
[5].
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1.1.2 What isPOLARIS?

A quantitative understanding of the properties of molecules in solution is critically impor-
tant to biochemistry, medicine, materials and the environmental sciences.POLARIS is a
complete molecular modeling software for the design, simulation, and analysis of molecu-
lar properties in solution.

POLARIS provides a powerful tool for calculations of electrostaticproperties of
molecules and macromolecules in solution. All the key factors that determine the energy
contributions of molecules in solution - permanent dipoles, induced dipoles, charges, dis-
persion terms, and hydrophobicity - are included inPOLARIS.

Langevin dipoles inPOLARISaccurately model the long term time-averaged polariza-
tion of the solvent molecules achieving a very fast convergence in calculations of solvation
effects.

How doesPOLARISdiffer from other molecular modeling programs?

The idea that the electrostatic energy is one of the most important structure-function corre-
lators for macromolecules is becoming accepted as a generalrule in molecular modeling.
Trying, however, to obtain reliable estimates of electrostatic energies in macromolecules is
far from trivial. In principle one can take one of the following three options to model the
system (see also Figure 1.1):

1. One can use fully microscopic models which represent explicitly all the solvent
and/or proteins atoms (see refs. [6, 7]). Such approaches, which in fact can be
used withinENZYMIX, require very large amounts of computer time and involve
major convergence problems. Furthermore, simulations that use customary cutoff
distances can give inaccurate results due to incorrect treatment of long range electro-
static forces (see discussion in [8, 9, 10]).

2. One can represent the solvent molecules by dipoles that would account for the main
physics of the solute-solvent interaction.[2]

3. The solvent region can be divided into relatively large volume elements and the
average polarization of, as well as the average �eld of, eachvolume element
can be treated within the continuum approximation. The system will be then
treated by solving the continuum electrostatic problem by discretized continuum
approaches.[11, 12]
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Options for representing the solvent in computer simulation approaches

Figure 1.1: Illustrating the three main options for representing the solvent in computer simulation approaches.
The microscopic model uses detailed all-atom representation and evaluates the average interaction between
the solvent residual charges and the solute charges. Such calculations are expensive. The simpli�ed mi-
croscopic model replaces the time average dipole of each solvent molecule by a point dipole, while the
macroscopic model is based on considering a collection of solvent dipoles in a large volume element as a
polarization vector.

The POLARIS program takes the second option using the protein dipoles Langevin
dipoles (PDLD) approach. This is a simpli�ed microscopic approach that retains the clear
physics of the microscopic world, where one does not have to assume an arbitrary dielectric
constant (the dielectric is just the vacuum dielectric constant). However, the solvent is dras-
tically simpli�ed and the time average polarization of eachsolvent molecule is represented
by a Langevin type dipole.[2, 13]

(� L
i )n+1 = en

i � 0

�
coth � n

i �
1

� n
i

�
(1.1)

� n
i =

C0� 0

kBT
j� n

i j (1.2)
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whereen
i is a unit vector in the direction of the local �eld� n

i , C0 is a parameter, and� 0

is taken as 1.8 D. The equation at the site of the given dipole for the effective Langevin
dipoles,� L

i , is solved iteratively ((� L
i )n+1 is determined by the �eld� n

i from the previous
iteration).

A useful alternative is provided by assuming a linear polarization law that replaces the
Langevin equation

(� L
i )n+1 = �� n+1

i (1.3)

Although this equation can, in principle, lead to over polarization of the solvent molecules
near highly charged sites, it has been found to behave in a stable way and to converge faster
than eq. 1.1. The user, of course, has the option to use eq. 1.1simply by selecting the
appropriate keyword in the input �le.

The PDLD model does not try to reproduce the exact position ofthe solvent atoms but
places the solvent dipoles on a simple spherical grid (see discussion in [14]). In order to
understand the advantage of using such a simpli�ed solvent model it is useful to consider
some of the problems associated with using a brute force all-atom simulation. For example,
proteins in the Brookhaven Protein Data Base - �t inside a water droplet 85 Ångstroms in
diameter (with the notable exception of hemoglobin and related protein molecules). Such a
droplet may contain over 12,000 water molecules. Free Energy Perturbation (FEP) methods
must explicitly represent all these water molecules. Because each water molecule requires
18 degrees of freedom (9 coordinates and 9 momenta) the totalnumber of degrees of free-
dom for the water molecules alone is over 200,000. Hence, both large physical memory and
great speed is required to model these systems with FEP methods. Furthermore, the large
number of degrees of freedom makes the convergence process extremely slow. On the other
hand,POLARIS models each water molecule as a Langevin dipole, reducing the number
of degrees of freedom from 18 to 3 for each water molecule. In addition, the solution of
the equations governing the polarization of the Langevin dipoles requires less effort than
the time integration of the Hamiltonian equations of motionfor the molecular dynamics
of water molecules used in FEP approaches. Long equilibration molecular dynamics steps
(over the orientation of the water molecules) are avoided bythe Langevin dipoles which
are reoriented in a self-consistent manner to respond to short and long range electrostatic
effects caused by the solute molecules and by the Langevin dipoles on themselves.

The microscopic results of the PDLD model might involve convergence dif�culties
which should require extensive averaging over the dipoles con�gurations. POLARISpro-
vides an implicit way for obtaining stable and usually accurate results by scaling the PDLD
results. The corresponding PDLD/S model uses a “dielectricconstant” for the protein re-
gion (the meaning of this dielectric constant will be discussed in section 2.2).POLARIS
also implements the PDLD/S with the LRA formulation. The resulting PDLD/S-LRA
model provides more consistent results than those obtainedwith current descritized contin-
uum models.

What properties can be studied withPOLARIS?

POLARIS accurately predicts the electrostatic energies of molecules in solution, protein
and other environments. This includes:
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� � Gsol: Absolute free energies of solvation

� �� G: Shifts in � Gsolcaused by the interaction with the given local environment
(e.g., in a protein site)

� � Gbind : Estimates of free energies of binding

� � Gredox : Redox potentials of proteins

� pK a: Evaluates thepK a's of ionizable groups in macromolecules

� logP: n-octanol/water partition coef�cients

� �� gz: The change in activation energy upon transfer from water toa given enzyme
active site

These properties are key in examining the functioning of biological molecules, the in-
teraction of ionic species in solution, the bio-availability of drugs, the stability of micro
emulsions, the environmental fate of pesticides, the binding constants (IC50) of substrates
to enzymes, the redox potentials in electron transfer reactions in solution, the strength of
binding between various molecules and polymers in solution, the relative solubility be-
tween polar and non-polar media, changes in dissociation constants of acids and bases in
different molecular environments, shifts inpK a's of amino acids in the interior and on the
surface of proteins, and many other molecular properties insolution.

1.1.3 How to start

This manual provides a detailed theory section and then a section that outlines different
practical applications. One way to familiarize yourself with MOLARISis to move to the
reference manual, which gives a quick and practical view of the program.
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Chapter 2

Theory

2.1 A background for the methods used inENZYMIX

2.1.1 All-atom models and Force Field methods

Potential Functions (Force �eld)

Computer modeling of macromolecules is based on using a mathematical description of the
dependence of their energy on their structure. Such a dependence is called potential surface.
Molecular potential surfaces can be evaluated in principleby using quantum mechanical
approaches. Such approaches are at present too expensive for effective modeling of large
molecules. Alternatively, one can use the fact that macromolecules are assembled by the
same type of bonds that connect the atoms in small molecules.Thus one can describe
large molecules as a collection of small molecular fragments where the overall potential
surface is expressed as a sum of contributions from bonded atoms and interactions between
nonbonded atoms. Such a representation is usually done by sets of analytical functions that
present an approximation to the true potential surface and are called potential functions or
force �elds. The functional forms and parameters of molecular force �elds are taken from
studies of small molecules with the implicit assumption that these functions are transferable
from small to large molecules. Molecule potential functions are usually given in the form

U(s) = Ub;� (b; � ) + U� (� ) + Unb(r ) (2.1)

wheres is the vector of internal coordinates composed ofb, � , � , andr , which are, re-
spectively, the vectors of bond lengths, bond angles, torsional angles, and the vector of
Cartesian coordinates which are used to evaluate the nonbonded distances. The �rst term
de�nes a very deep potential well, and since the molecule stays in most cases inside this
well (except in extreme cases of bond dissociation), it is reasonable to approximate this
part of the potential surface by its quadratic expansion, which is given by

Ub;� (b; � ) =
1
2

X

i

K b;i (bi � b0;i )2 +
1
2

X

i

K �;i (� i � � 0;i )2 + cross terms (2.2)

whereU is usually given in kcal/mol,b in Å and� in radians. The torsional potentialU� is
a periodic function, which can be described by the leading terms in the Fourier expansion

15



16 CHAPTER 2. THEORY

of the potential

U� =
1
2

X

i

K �;i (1 � cosn� i ) (2.3)

The nonbonded potential,Unb , can be described by an atom-atom interaction potential of
the form

Unb =
X

ij

A ij r � 12
ij � B ij r � 6

ij + Cqi qj =rij + Uind (r ) (2.4)

wherer ij is the distance between the indicated atoms, theqi 's are the residual atomic
charges, andUind is the many body inductive effect of the electronic polarizabilities. The
introduction of potential functions opens the way for the use of computers in conforma-
tional analysis (e.g. ref. [15, 16, 17]). The earliest use ofpotential functions in modeling
proteins has been reported by Levitt and Lifson [18].

The accuracy of the given set of potential functions depends, of course, on the speci�c
set of parameters (theK b, K � , A, B , etc.). These parameters can be optimized by using
them to calculate different independent molecular properties (e.g., energies, structures, and
vibrations) and then �tting the calculated properties to the corresponding observed prop-
erties by a systematic change of the potential parameters ina least-squares procedure (see
ref. [17]).

Simulation of macromolecules must re�ect solvent effects which are not just small
perturbations but major contributors to the overall energetics and force. In fact, modeling of
macromolecules in a vacuum is quite irrelevant as much as thebehavior of such molecules
in solution and proteins is concerned. Here, one can use all-atom solvent models [19, 20,
21] or simpli�ed solvent models (e.g., ref. [2]) as a part of the overall potential function.
One can also use implicit solvent models (e.g., ref. [22]).

Molecular Mechanics

The modeling of the properties of molecules using the corresponding potential functions is
called molecular mechanics (MM). This name re�ects the factthat a molecular force �eld
considers a molecule as a collection of balls connected by springs and that examination of
the mechanical properties of such a system is similar to the study of the properties of the
corresponding molecule.

The MM approaches involve several techniques that are aimedat determining different
molecular properties. In particular, with a given set of analytical potential functions one can
evaluate the molecular equilibrium geometries and the vibrations around these con�gura-
tions. The task can be accomplished in the simplest way usingthe Cartesian representation.
That is, the potential surface for a molecule with n atoms canbe expanded formally around
the equilibrium con�gurationr 0 and give

U(r 0 + � r ) = U(r 0) +
X

i�

�
@U
@ri�

�
�r i� +

X

i�;j�

�
@2U

@ri� @rj�

�
�r i� �r j� + � � � (2.5)

where the indicesi andj designate atoms while� and� run over thex, y, andz coordinates
of each atom. The �rst term is just the energy of the molecule at the equilibrium geometry.
The second and third terms can be used (see below) to evaluatethe equilibrium geometry
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and the vibrational frequencies. Equation 2.5 and the following paragraphs are written in
Cartesian coordinates.

The �rst term in eq. 2.5 is just the energy of the system at equilibrium. The second term
represents the deviation from the equilibrium and the 3n set of equations (fori = 1; 2; : : : n
and� = x; y; z )

@U
@ri�

= 0 (2.6)

represents the condition thatr 0 is an equilibrium con�guration.
The second and third terms in Eq. 2.5 can be used in locating the minima on the

potential energy surface and in �nding the corresponding equilibrium geometries. One of
the most effective methods is the modi�ed Newton-Raphson method [23, 17]. This method
is based on expanding the gradient as a Taylor series around the givenr and �nding the� r
that leads tor 0 where the gradient is zero (i.e.r 0 = � r ). This gives

@U(r 0)
@r i�

=
@U(r 0 + � r )

@r i�
+

X

j�

Fi�;j� �r j� = 0 (2.7)

whereF is the matrix of second derivatives,i.e., Fi�;j� = @2U=@ri� r j� . Then, solving eq.
2.7 one obtains

r 0 = r + � r = r � F+ r U(r ) (2.8)

wherer U(r ) is the gradient vector andF+ is the generalized inverse ofF, which is con-
structed by "�ltering" the zero eigenvalues ofF before inverting this matrix. The use of
this approach in molecular studies was introduced in ref. [17].

Equation 2.8 requires the evaluation of the second derivative matrixF, which is quite
involved. Alternatively, one can use the conjugated gradient methods where an approxi-
mation ofF+ is being built while searching the minimum using only the �rst derivatives
vector r U (for a description of these powerful methods and related approaches see ref.
[23]).

Although the conjugated gradient and related methods are very effective in �nding local
minima, they do not overcome the problems associated with the enormous dimensionality
of macromolecules. That is, in systems with many degrees of freedom we expect to �nd
a very large number of local minima and it is not clear, for example, how to �nd in an
ef�cient way the lowest minimum. For this purpose one must use much more computer
time and different types of search procedures (Monte Carlo or molecular dynamics), gen-
erating different con�gurations at different regions of the conformation space and locating
the minimum energy structure of each region.

Molecular Dynamics

Molecular Dynamics (MD) simulations evaluate the motion ofthe atoms in a given system
and provide the positions ortrajectoryof these atoms as a function of time. The trajectories
are calculated by solving the classical equation of motion for the molecule under consid-
eration. This is not unlike the well known approach by which one evaluates the speed and
position of a projectile starting from the initial velocity, the mass and the forces by using
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Newton's equation of motion. However, in the case of molecules, one obtains the rele-
vant forces on each atom from the �rst derivatives of the given potential functions. The
actual evaluation of classical trajectories is done numerically, expressing the changes in
coordinates and velocities at a time increment,� t, by

r i (t + � t) = r i (t) + _r i � t (2.9)

_r i (t + � t) = _r i (t) + •r i � t = _r i (t) �
1

mi

@U
@ri

dt (2.10)

where the dot designates a time derivative and we use Newton's law:

mi •r i = Fi = �
@U
@ri

(2.11)

starting with a given set of initial conditions [e.g.with the values ofr i (t = 0) and _r i (t =
0)], we can evaluate either by numerically integrating eqs. 2.9 and 2.10 or by using the
somewhat more complicated but far better approximation[20]

r i (t + � t) = r i (t) + _r i (t)� t + [4•r i (t) � •r i (t � � t)]� t2=6 (2.12)

This equation allows one to obtain much more accurate results than those of eq. 2.9, using
the same� t's.

The propagation of classical trajectories of the atoms of a given system corresponds to a
�xed total energy (determined by the speci�ed initial conditions). However, the evaluation
of statistical mechanical averages implies that the systemincluded in the simulation is a
part of a much larger system (ensemble) whose atoms are not considered in an explicit
way. Thus, in order to simulate a given macroscopic propertyat a speci�ed temperature
we must introduce some type of "thermostat" in the system that will keep it at the given
temperature. This can be easily accomplished by assuming equal partition of kinetic energy
among all degrees of freedom. Since each atom has three degrees of freedom with kinetic
energy of12m _r 2 = 3

2kBT (wherekB is the Boltzmann constant) we obtain:

T =
P

i mi _r 2
i

3nkB
(2.13)

wheren is the number of atoms in our system. In general, we can adjustthe temperature
during the simulation by scaling the velocities. That is, whenT is smaller than the target
temperature we can scale_r uniformly by(1 + ") until the target temperature is obtained. If
T is higher than the target temperature, then a scaling of(1� " ) is used. More sophisticated
considerations for constant temperature simulations are described elsewhere[20].

The strength of MD approaches is associated with the fact that they have the ability
to simulate, at least in principle, the true microscopic behaviors of macromolecules. The
weakness is associated with the fact that some properties re�ect extremely long time pro-
cesses which cannot be simulated by any current computer.

The emergence of MD simulations in studies of biological systems can be traced to a
simulation of the dynamics of the primary event in the visualprocess [24] that correctly
predicted a photoisomerization process of around 100 femptoseconds. A subsequent study
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[25] attempted to examine the heat capacity of BPTI by a very short simulation of this
protein in vacuum. However, at the early stages of the development of this �eld, it was
not possible to obtain meaningful results for average properties of macromolecules due to
the need for much stronger computers to reach a reasonable convergence (the heat capacity
is drastically underestimated [26], re�ecting arti�cial relaxation motions). Nevertheless,
ultrafast reactions such as those that control the photobiological process could be simulated
even at this early stage [24].

Eventually with the increase of computer power it has becomefeasible to reach simu-
lation times of nanoseconds and to start to obtain meaningful average properties of macro-
molecules.

The time needed to reach accurate results for average properties depends on the model
used and number of local minima. For example, models that trim the protein to a sphere
with the proper spherical boundary conditions [10] converge much faster than models that
involve periodic boundary conditions [27] since the latterinvolves more molecules and
more minima. As much as accuracy is concerned, the proper treatment of long-range effects
is crucial and improved convergence is usually associated with more proper treatment of
long-range forces [13].

MD simulation methods provide a powerful way of evaluating average properties such
as free energies but it must be emphasized that such properties have little to do with dy-
namicsper seand can be evaluated by other averaging approaches such as Monte Carlo
methods. Similarly, the most important factors that determine the rate constants of most
biological processes do not re�ect dynamical properties but rather the probability of reach-
ing the transition state con�guration (see ref. [4]). Nevertheless, in cases of light induced
ultra-fast photobiological processes, there are probablyimportant effects that can be con-
sidered as dynamical properties and MD simulations providea direct way of modeling such
effects.

2.1.2 Free energy perturbation (FEP) calculations

With a given set of potential functions one can simulate experimentally observed macro-
scopic properties using microscopic models. According to the theory of statistical mechan-
ics, one should consider all the quantum mechanical energy levels of the system in order
to evaluate different average properties[28]. However, inthe classical limit it is possible to
approximate the average of a given property, A (which is independent of the momentum of
the system), by[28]

hAi =
1

z(U)

Z
A(r ) expf� U(r )� gdr (2.14)

z(U) =
Z

expf� U(r )� gdr (2.15)

wheredr designates the volume element of the complete space spannedby the3n vectorr
associated with then atoms of the system. The evaluation of Eq. 2.14 requires us toexplore
all points in the entire con�guration space of the given system. Such a study of solvated
macromolecule is clearly impossible with any of the available computers. However, one
can hope that the average over a limited number of con�gurations will give similar results
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to those obtained from an average over the entire space. Withthis working hypothesis we
can try to look for an ef�cient way of spanning phase space.

Evaluation of free energies by statistical mechanical approaches are extremely time
consuming due to sampling problems. Fortunately, it is possible in some cases to obtain
meaningful results using perturbation approaches. Such approaches exploit the fact that
many important properties depend on local changes in the macromolecules so that the effect
of the overall macromolecular potential cancels out. Such calculations are usually done
by the so-called free-energy perturbation (FEP) method [29, 30] and the related umbrella
sampling method [30]. This method evaluates the free energyassociated with the change
of the potential surface fromU1 to U2 by gradually changing the potential surface using the
relationship

Um (� m ) = U1(1 � � m ) + U2� m (2.16)

The free-energy increment�G (� m ! � m0) associated with the change ofUm to Um0 to can
be obtained by [30]

expf� �G (� m ! � m0)� g = hexpf� (Um0 � Um )� i m (2.17)

wherehim indicates that the given average is evaluated by propagating trajectories overUm .
The overall free energy change is now obtained by changing the � m in n equal increments
and evaluating the sum of the corresponding�G :

� G(U1 ! U2) =
n� 1X

m=0

�G (� m ! � m+1 ) (2.18)

The FEP approach has been used extensively in studies of freeenergies of biological
systems (e.g., refs. [19, 31]). It must be emphasized here that the convergence of FEP
approaches is quite slow and that obtaining meaningful results requires proper treatment of
long-range effects (see below).

2.1.3 The Linear Response Approximation

FEP calculations of solvation free energies or related properties for large cofactors or lig-
ands are expected to converge extremely slow. A promising strategy may be provided by
exploiting the fact that electrostatic effects in solutions (and probably proteins) seem to fol-
low the linear response approximation (LRA). Our derivation of the LRA method is based
on studying the functions that describe the free energies ofthe reactant (a) and product (b)
states. These free energy functions (theg� 's of Fig. 2.2) are parabolas of equal curvature in
the macroscopic continuum model where the LRA is assumed, rather than obtained. In this
limit the g� 's are the macroscopic Marcus' parabolas. In microscopic molecular systems
theg� 's are de�ned by[32, 33]

ga = � � � 1 ln Pa(X ) (2.19)

gb = � � � 1 ln Pb(X ) + � Ga! b

whereX is the generalized reaction coordinate de�ned by the difference between the po-
tential surfaces of statea and stateb(X = Ua � Ub).
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Figure 2.1: copy from [7].
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Figure 2.2: Showing the free energy functions of the reactant and product states,[ga(X ) and[gb(X ), as two
Marcus' type parabolas of equal curvature. The solvent reorganization energies at the minima ofga andgb

are given by� b = hUb � Ua i a � � Ga! b and� a = hUa � Ubi b + � Ga! b. By assuming� a = � b one can
obtain the LRA estimate of� Ga! b (see text and ref. [34]).

For a system that obeys the linear response approximation and has the same `solvent
force constant' in the initial and �nal states, one �nds

� = hUa � Ubi a + � Ga! b = hUa � Ubi b + � Gb! a (2.20)

Using this equation, we obtain

� Ga! b =
1
2

(hUa � Ubi a + hUa � Ubi b) (2.21)

This equation converges in the case of a single ion (whereUa = 0) to the familiar result
of � G = 1

2hUbi b which is, of course, consistent with the corresponding continuum results.
The microscopic validity of the LRA was stablished in [32, 35, 36, 33] and subsequent
studies, and the general result of Eq. 2.21 was introduced inref. [8] (for an excellent
discussion, see [37]). This equation has been found to provide a powerful way of estimating
the results of FEP calculations of large solutes and drugs (see binding section).

2.1.4 The division of the system into regions

Calculations of enzymatic reactions and other processes where electrostatic effect are im-
portant present a major challenge. In fact, many seemingly reasonable treatments can give
entirely incorrect electrostatic energies. The main problem is associated with the long-
range nature of the electrostatic effect and the fact that one cannot include an in�nite sys-
tem in simulation studies. Exploiting extensive experience with microscopic simulation of
electrostatic effects we divided the simulation system to the regions shown in Fig. 2.3.

The system includes the reacting part (region I) which is used in all FEP calculations.
The surrounding unconstrained protein (IIa), unconstrained water (IIb), constrained protein
(IIIa) and constrained water (IIIb). In addition to these regions which where described
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+ -(I)

(I)(I)

(Va) bulk
(IIIa)

(IIIb)

(IIa)

(IV)

(IIb)

(Vb) 

Figure 2.3: Describing the protein regions inENZYMIX. Region I contains the reacting atoms (for EVB or
AC calculations). Region IIa and IIb are, respectively, theunconstrained protein and water regions. Region
IIIa contains the protein atoms which are constrained to thecorresponding X-ray positions (this regiong is
treated as a bulk with the dielectric constant of water). Region IIIb contains the surface water and region IV
contains a grid of Langevin dipole. The radius of Region IIIais determined automatically by the radius of
the Langevin grid.
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in early studies we surround the system by a grid of Langevin type dipoles (region IV)
and then surround the resulting system by a continuum with a dielectric constant of water
(region V). When the radius of region IV is smaller than the radius of the complete protein
we �nd it useful to trim the protein to the same radius (this gives more stable electrostatic
energies).

2.1.5 Spherical boundary conditions

The time needed to reach accurate results for average properties depends on the model
used and number of local minima. For example, models that trim the protein to a sphere
with the proper spherical boundary conditions [10] converge much faster than models that
involve periodic boundary conditions [27] since the latterinvolves more molecules and
more minima.

In particular, ENZYMIX incorporates the Surface-Constrained All-Atom Solvent
(SCAAS) model[2, 7, 21]. Thids approach emphasizes the electrostatic constraint, forc-
ing the polarization and compression of the �nite simulation system, in response to the
�eld due to internal charges, to approximate the polarization expected from an in�nite sys-
tem. The treatment focusses on obtaining a reliable treatment of long-range forces (see Fig.
2.3). See refs. [21, 13] for a complete description of the method.

2.1.6 Long-range effects and the LRF approach

One of the major problems in molecular dynamics simulationsof polar �uids or macro-
molecular systems is the evaluation of electrostatic interactions. A system ofN atoms de-
mands an amount of work proportional toN 2 for such calculations. Truncation procedures
that neglect a signi�cant part of the long-range effects areoften necessary for computa-
tional feasibility, though such procedures may introduce serious errors in the simulations.
MOLARISintroduces a simple and very effective approach for treating the long-range elec-
trostatic forces. This method, also called the local reaction �eld (LRF) method, follows
some of the ideas of the previously developed generalized non-periodic Ewald method [38]
but then develops into a much simpler method. This is done by dividing the system into
M groups of atoms and evaluating separately the short- and long-range contributions to the
potential of each group. The short-range potential is evaluated explicitly as in any standard
truncation method, while the long-range potential is approximated by the �rst four terms
in a multipole expansion. Furthermore, at the limit of very large systems, the speed of this
method can be 2 orders of magnitude faster than that of the no-cutoff method even when
each group contains only a small number of atoms. The LRF method gives much bet-
ter results for electrostatic energies in proteins than those obtained by truncation methods.
The stability and speed of the local reaction �eld method provides a powerful tool for the
microscopic evaluation of electrostatic energies in macromolecules.

The LRF method is discussed in ref. [8] and only the main points are emphasized
here. The development of the LRF method was inspired by the generalized non-periodic
Ewald method[38]. A precise description of the long-range potential by the extended Ewald
method requires the evaluation of many terms in the expansion potential. Furthermore, in
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the general case one may need to use many expansion centers inorder to obtain accu-
rate results. Considering this problem, we introduced[8] avariant of the extended Ewald
approach, whose basic ideas are:

� The N charges of the system are divided into M groups (typically electroneutral
groups), and

� the electrostatic potential at the� th charge of thei th group is divided into a short- and
long-range potentials, i.e.,

�( r �
i ) = � l (r �

i ) + � s(r �
i ) (2.22)

wherer is the vector of the position of the charges.

The short-range potential is simply the sum of the electrostatic contributions from the
groups inside the cutoffRcut i.e.,

� s(r �
i ) =

X

j

X

�

q�
j

r ��
ij

+
X

� 06= �

q� 0

i

r � 0�
ii

when (Rij < R cut ) (2.23)

whenr ��
ij is the distance between the� th charge of thei th group and the� th charge of the

j th group andRij is the distance between the centers of thei th andj th groups (the center of
thei th group is taken asR i =

P
� r �

i q�
iP

� q�
i

). The long-range potential is given by

� l (r �
i ) =

X

j

X

�

q�
j

r ��
ij

when (Rij � Rcut ) (2.24)

With a large enoughRcut , we can approximate� l (r �
i ) by an expansion potential with

only a few terms. To obtain accurate results, we allow each oftheM groups of the system
to form a local expansion center so that each group can be considered as a center for a
reaction-�eld-type treatment (see below). For example, inthe water system depicted in
Fig. 2.4, we consider each water molecule as a group. In this case, the interaction between
water 1 and water 2 is included in� s, while that between 1 and 3 is included in� l . The
total � l for each water molecule represents the effect of all the molecules outsideRcut .

The expansion potential� 0
l used to approximate the� l of Eq. 2.24 involves the �rst

four terms in a Taylor series about the center of each group. The long-range electrostatic
energy of thei th group can now be written as an expansion including the monopole, dipole,
quadrupole, and octopole moments about the center of thei th group[8]. The total energy of
the system is now given by

Utotal =
1
2

X

i

X

�

q�
i [� l (r �

i ) + � s(r �
i )] + UvdW + Ubonding (2.25)

whereUbonding is the bonding interaction between the different fragmentsof the system de-
scribed by the standardENZYMIXforce �eld and UvdW is the nonelectrostatic van der
Waals interaction evaluated within the givenRcut . The contribution from the induced
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Rcut

1
2
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Figure 2.4: A schematic picture of a system of water molecules illustrating the basic idea behind the LRF
method. Each group in this case is a water molecule and its center forms a local expansion center for the
long-range potential in the LRF method. Thus, for example, the Coulombic potential at the oxygen atom of
molecule 1 is a sum of a short-range potential due to the groups inside the shaded circle (e.g., molecule 2)
and a long-range potential due to the groups outside the shaded circle (e.g., molecule 3).

dipoles of the system can also be considered and treated as a part of the electrostatic po-
tential. Molecular simulation studies require one to evaluate the forces in addition to the
energy. In our method the long-range forcef l acting on a chargeq located atr i (nearR j ) is
given by minus the gradient of the corresponding potential energy. The order of the present
method is� N � [M � q

L + P], whereN is the number of charges in the system,P is the
average number of atoms within the cutoff region, andq is related to the number of terms
in the expansion potential. Finally,L is the number of time steps in the simulation.

2.1.7 The EVB method

The EVB (Empirical Valence Bond) method[39] is a simple and effective way of including
quantum mechanics into a FEP/MD simulation. This is very important since the model-
ing of chemical reactions requires a quantum mechanical treatment. The ability of bonds
to move around during a reaction implies that there are more degrees of freedom in the
chemical reaction than just the position of the nuclei.

The programENZYMIXrepresents the potential energy surfaces of proteins by a com-
bination of a classical empirical force �eld and a quantum empirical valence bond force
�eld. The classical force �eld is used to simulate the parts of the protein removed from
the actual chemical reaction being studied since there is nobond breaking or making in
this region and the classical force �eld is extremely well suited for the representation of
molecules that are not undergoing chemical transformations. In the small region of the
protein where there is a chemical reaction taking place, a quantum mechanical empirical
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method is used to represent the changingelectronic(as opposed to nuclear) coordinates
of the atoms involved in the reaction. A valence bond formalism is used to simulate the
reacting atoms since this method is well suited to model bondmaking and breaking (the
molecular orbital method is better suited for the calculation of spectroscopic properties of
molecules) and the empirical nature of the force �eld allowscalibration of the model to
accurately reproduce experiments.

The ground state potential energy surface (PES) is constructed by mixing (in a quantum
mechanical sense) the properties of the different valence bond (VB) resonance structures
that describe the chemical reaction that is taking place. Typically, the user will de�ne a
reactant and a product bonding pattern for the reaction thathe/she is interested in and the
EVB method allows the program to determine the energies and forces acting on the atoms
that the user de�nes as quantum atoms as a function of not justthe coordinates of the atoms
in space but the percent character of the reactant and product wave function in the actual
wave function of the system. This dependence of the force �eld of the quantum atoms on
the reactant and product character of the system allows the user to cause the reaction to
occur by slowly forcing the system to move from 100% reactantto 100% product wave
function. As the quantum atoms are forced to react, the protein environment will attempt
to “follow” the reaction and it is possible to use the free energy perturbation formalism to
determine the change in theoverall free energy of the whole system (Protein + Reacting
Atoms + Water) that the user is interested in. For further reading see refs. [1, 40].

The best way to understand this section is through an example. Here we have chosen
the CH3� O� attack on a peptide C=O group, which represents the attack ofa methoxy ion
on the carbonyl carbon of a peptide group in the substrate of trypsin. In this example the
system being studied and the two relevant states are shown inFig. 2.5. To simulate this

Figure 2.5: VB structures for a carbonyl attack to a peptide C=O group

process the user must �rst de�ne the quantum atoms in the problem. Quantum atoms are
any atoms that undergo a change in their bonding pattern as the reaction progresses. In this
example the quantum atoms are the two oxygen atoms (O2 and O4)and the carbon atom
(C3) that is attacked. When the user de�nes the quantum atomshe/she must also de�ne
the type of the atoms in each resonance form and their charge in each resonance form.
After a little thought and preferably someab initio calculations in solution we can select
the optimal charges. In the present case one can use the charges in Table 2.1. Of course the
user can modify those parameters in order to �t the EVB surface toab initio results and/or
experimental data.

Next the user must de�ne the bonding pattern in each of the resonance forms. In reso-
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Resonance Form I Resonance Form II
Atom Type Charge Type Charge
O2 O0 -1.0 O0 -0.2
C3 C0 +0.3 C0 +0.2
O4 O0 -0.3 O0 -1.0

Table 2.1: Selection of charges for the resonance structures in Fig. 2.5. The atom types refer to the atom
type in the EVB library �le evb.lib. The parameters for the EVB atoms are taken from the EVB library
corresponding to the de�ned atom type (see the reference manual for more details).

nance form I there is a bond between atom C3 and O4 and in resonance form II there are
bonds between atoms O2 and C3 and between atoms C3 and O4.

2.1.8 EVB potential surfaces

Once the user has de�ned the quantum atoms and their bonding patterns in each of the
resonance forms, the program will automatically compute the parameters of the EVB force
�eld that de�nes the interactions of the atoms in each of the resonance forms. This force
�eld consists of Morse potentials between atoms that are bonded and repulsive potentials
between atoms that are not bonded. Also included are potential functions for angles be-
tween bonds containing quantum atoms and torsional potentials around quantum bonds.
ENZYMIXuses two different force �elds, one for atoms in region I (or EVB region) and
one for the rest of the atoms that are treated explicitly (seesection 2.1.1). In the above
example we will have

"1 = � M (b34) + � (1) + U(1)
strain + U(1)

nb (r23) + U(1)
nb (r24) + U(1)

S;s (2.26)

"2 = � M (b23) + � M (b34) + � (2) + U(2)
strain + U(2)

S;s

Where theM (b) term is the Morse potential for the indicated bond.� i is the energy of
forming the indicated resonance form at in�nite separationbetween its fragments, relative
to the minimum value of"1. The leading terms inUstrain are given by:
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Where the quadratic bonding terms describe all bonds not represented by the Morse po-
tentials and the� terms represent the angle bending relative to the unstrained equilibrium
(120o for the sp2 hybridization of resonance form I and 109.5o for the sp3 hybridization
of resonance form II).K x is the out of plane force constant for deforming a planarsp2

carbon. There are additional terms which are not discussed here for simplicity.
Unb represents electrostatic and repulsion interactions between nonbonded quantum atoms
and US;s represents the complicated interaction between the quantum atoms and the
remainder of the protein and water atoms (see ref. [41]) for adetailed description of the



2.1. A BACKGROUND FOR THE METHODS USED INENZYMIX 29

force �eld).

The actual potential energy surface of the EVB system is computed by a weighted sum
of the potentials of resonance forms I and II. The actual ground state potential is given,
in the 2 RS case, byEg = c2

1"1 + c2
1"2 + 2( c2

1c2
2)

1=2H12, where theci 's are determined by
diagonalizing the Hamiltonian:

H =
�

"1 H12

H12 "2

�
(2.28)

The off-diagonal elementH12 are represented by analytical functions,e.g.,

H12 = A expf� �R g (2.29)

as described in the refs. [1, 42, 41]. Of course the EVB treatment is not limited to two
resonance structures (e.g., see ref. [39]).
Note: The matrix elements are all complicated functions of the nuclear coordinates of the
protein and must be constantly reevaluated during the course of the dynamics simulation.

2.1.9 Evaluating reaction pro�les

Since enzymatic reactions occur on time scales much greaterthan those accessible by
molecular dynamics simulations (most enzymatic reactionshave rates on the order if 1-
106 sec� 1 and molecular dynamics simulations cannot access times over 10� 10 sec) it is
necessary to �nd some way ofcausingthe reaction to happen.

The EVB approach evaluates the activation energy� gz by running series of trajectories
on potential surfaces that drive the system gradually from one VB state to another. In the
simple case of two VB states, these "mapping" potentials,"m , can be written as linear
combinations of the reactant and product potentials,"1 and"2:

"m = (1 � � m )"1 + � m "2 (0 � � m � 1) (2.30)

where� is changed from 0 to 1 in �xed increments (m = 0; 1; 2; : : : ; N ).
Using the FEP method (section 2.1.2) we have:

�G (� m ) � m0) = � (
1
�

)ln[< exp(� "m0 � "m)� > m] (2.31)

� G(� n ) = � G(� 0 ) � n ) =
n� 1X

m=0

�G (� m ) � m+1 ) (2.32)

where<> m is a con�gurational average of the quantity in the brackets as the entire sys-
tem moves on the potential surface de�ned by"m . The corresponding free energy pro�le
� G(� ) of the reaction in solution is shown in Figure 2.6.

The free energy functional� G(� ) re�ects the electrostatic solvation effects due to
changes of solute charges and intramolecular effects in going from "1 to "2. � G(� ) is
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Figure 2.6: The mapping free energy,� G, for the reaction of the attack of O� to C=O
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Figure 2.7: The ground state free energy surface for the O� C=O) O-C-O� reaction.Note: The free energy
is plotted as a function of the energy gap,� " , which is taken as the reaction coordinate.
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the potential of mean force due to moving the system from the reactant to the product state
on mapping potential"m .

To calculate the activation free energy� gz we need to evaluate the probability of being
at the transition state on the actual ground state potentialsurface. This procedure (which
is described in detail in refs. [32, 42]) divides the coordinate space into subspacesS with
a constant value of the energy gap� " = "2 � "1 so that� " (Sn) = X n , whereX n is a
constant. The parametersX n are taken as our generalized reaction coordinate. With this
de�nition we obtain the free energy� g(X n) (which re�ects the probability of being at the
givenX n ) by the expression [42]

exp(� � g(X n )� = exp(� � G(� m )� ) < exp� [(Eg(X n) � "m(X n)) � ] > m (2.33)

where<> m designates an average over the"m that keeps the system most of the time
near the givenX n . An example of the functional� g(X ) for the reactionO� C = O )
O � C � O� is given in Figure 2.7 and the maximum of this� g(X ) gives the desired
activation free energy,� gz.

Our mapping procedure provides, in addition to� g(x), the free energy functionals
� g1(X ) and� g2(X ), which give the probability that the system will be at the givenX on
the surfaces"1 and"2, respectively. These functionals are given by [42]:

exp(� �g i(X n)� ) = exp( � �G(l m)� < exp[� (" i(X n) � "m(X n)) � ] > m (2.34)

The free energy functionals� g1 and� g2 and the resulting ground state free energy� g(X )
for our system are given in Figure 2.8. These functionals provide very useful insight about
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Figure 2.8: The diabatic free energy surfaces,� g1 and� g2, and the resulting ground state free energy surface,
� g, for the reaction of the attack of O� to C=O

the energetics of the transition state which is given approximately by substructing H12 from
the point of intersection of� g1 and� g2

� gz = � g1(X z) � H12 (2.35)
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This simple relationship can provide a powerful guide aboutthe effect of various catalytic
factors in the enzyme active site. For example, a factor thatwill destabilize� gj will also
increase� gz and in fact we can postulate simple linear free energy relationships between
the reaction free energy� G and� gz (see ref [42]).

We will consider in section 3.4 the practical aspects of the EVB calculations describing
the preparation stage, the simulation runs and the mapping procedure.

2.1.10 QM/MM Molecular Orbitals calculations

The hybrid Quantum Mechanics/Molecular Mechanics (QM/MM)approach [43] has
gained enormous popularity in recent years (recent references include [5, 44, 45, 46, 47,
48, 49, 50, 51, 52]. This approach divides the simulation system (e.g. the enzyme/substrate
complex) to two regions. The inner region (region I) contains the reacting fragments which
are represented quantum mechanically. The surrounding protein/solvent region (region II)
is represented by a molecular mechanics force �eld. The Hamiltonian of the complete
system can be written as

H = HQM + HQM=MM + HMM (2.36)

Where theHQM is the QM Hamiltonian,HQM=MM is the Hamiltonian that couples
region I and II, whileHMM is the Hamiltonian of region II.HQM is evaluated by a standard
QM approach which can be either ab initio of semiempirical.

Vtotal = h	 jHQM + HQM=MM + HMM j	 i = EQM + h	 jHQM=MM j	 i + EMM (2.37)

One of the problems in QM/MM approaches is the treatment of the connectivity be-
tween the region I and II. Obviously the division between these regions is arti�cial and one
would like to make it as physical as possible. For example , when we deal with the bound-
ary between two bonded atoms j and k, where i is in region I and kis in region II, we can
introduce a phantom atom (linked atom) along the i,j vector and include this linked atom,
k0, in the QM region. Using hybrid orbitals (as was done in the original work of Warshel
and Levitt [43]) allows one to represent the linked atom by a single effective orbital and let
it interact with the speci�c hybrid orbital or atom that is pointing in the direction of atom
k. The properties of the orbital k0 (or the corresponding semiempirical integrals) can be
adjusted in a way that the quantum atom will behave as if it wasactually bonded to atom
k. The hybrid orbitals idea has been elegantly extended in recent works which make use of
the related localized orbitals approach. [44, 45]

A more common strategy is the use of standard Cartesian MO's.Here one usually repre-
sents the linked atom by an hydrogen atom (sometimes with modi�ed core potential). The
problem here is the fact that the linked atom interacts with several orbitals rather than with
one bonding orbital. This makes the de�nition of the boundaries and the corresponding
parameterization somewhat problematic. The link atom problem is frequently presented
as the most important problem in QM/MM approaches (e.g. [47]). However, as much as
enzyme catalysis is concerned, this problem is much less serious than commonly assumed.
Basically when one studies enzymatic reactions he has to compare reaction in the enzyme
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to that in water. In doing so the effect of the linked atoms is frequently canceled to a great
extent. Moreover, the validity of this cancellation assumption can be examined by simply
increasing the size of the QM region.

In order to obtain reliable results from QM/MM approaches, it is essential to both use
accurate QM methods and to perform proper sampling of the multidimensional reacting
systems (this is essential for proper free energy calculations). Considering the above re-
quirements it is clear that regular semiempirical approaches are not suf�ciently accurate
(of course better parameterization can drastically improve the applicability of such meth-
ods [47]. A relatively simple way to increase the accuracy isto calibrate the semiempirical
method used by forcing it to reproduce the energetics of the reference solution reaction.
[53, 54]. This idea is based, in fact, on the earlier conceptsof the EVB approach .

Despite the potential of calibrated semiempirical QM/MM approaches the present cal-
ibration is not fully consistent. For example, the charge distribution generated by the
semiempirical approach used is not forced to reproduce the corresponding ab initio cal-
culations. This is problematic since the catalytic effect is strongly related to the change
in charge distribution during the reaction. In view of this problem it is desirable to use
ab initio QM/MM approaches. At present, however, the enormous computer time needed
for obtaining proper sampling by ab initio QM/MM approachesmakes such studies close
to impossible. This is particularly true in view of the fact that it is not enough to run one
very long run and accept the corresponding results as a reliable conclusion. A novel way
to overcome this problem is provided by the EVB potential as areference for the ab initio
QM/MM calculations. [5, 55, 56] In this way one performs FEP calculations on the EVB
surface and then calculate the free energies of moving from the EVB to the ab initio sur-
face. Even QM/MM approaches that involve free energy calculations provide usually the
PMF for the given reaction and thus miss the contribution to the activation energy from
non-equilibrium solvation effects .

Early versions of Enzymix Coupled the QM to the MM program in an integrated way (in
the same program) and made it hard to maintain new versions ofthe QM part . The current
strategy involves a very weak coupling allowing one to couple MOLARIS to basically any
QM program . The coupling can involve the EVB as a reference potential for the QM free
energy calculations or direct MD runs of the QM program whichis implicitly treated as a
"subroutine " of MOLARIS . This approach allows direct QM PMFcalculations but this
requires major investment in computer time.

More details on the actual QM/MM option of MOLARIS are given in section 3.4.9

2.1.11 Entropy calculations

The options for calculating entropic contributions to binding and catalysis in MOLARIS
are based on theRestraint-Releaseapproach introduced in [57, 58, 59, 60].
The RR approach for evaluating con�gurational entropy is described schematically in Fig-
ure 2.9. This approach imposes strong harmonic Cartesian restraints on the position of the
reacting atoms in the TS and in the RS, as well as different parts of the protein, and then
evaluates the free energy associated with the release of these restraints by means of a FEP
approach.

The results of the FEP calculations depend on the position ofthe restraint coordinates.
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Figure 2.9: Thermodynamic cycle for the evaluation of the RRcon�gurational entropy contribution to the
activation free energy for the RS and the TS.

All RR free energies contain a residual contribution from the enthalpy of the system. How-
ever, this contribution approaches zero for restraint coordinates that give the lowest RR
energy, for details see [57, 58]. Accordingly, when we use the restraint position that gives
the minimal absolute value of the restraint release free energy, we satisfy

� T� SRR = � GRR (2.38)

Accordingly, we can write:

� T� S6=
conf = min j(� GT S

RR )j � min j(� GRS
RR )j (2.39)

where 'min' indicates the absolute minimum value of the indicated free energies.
Generally, one is interested in the entropic contribution for a 1 M standard state. This can
be obtained, in principle, by choosing a simulation sphere of a volume, which is equal to
the molar volume (v0 = 1,660 Å3) while allowing K2 to approach zero. However, such an
approach is expected to encounter major convergence problems since the ligand is unlikely
to sample the large simulation sphere in a reasonable simulation time. A faster convergence
would be obtained by allowing the ligand to move in a smaller effective volume,Vcage, by
imposing an additional constraint. This is done by using a mapping potential of the form:

UN
M = (1 � � m )UN

rest; 1 + � mUN
rest; 2 + ( K cage=2)(Rl;i � �Rl;i )2 + E (2.40)

whereRl;i is the position of a speci�ed central atom of the ligand. Using UN
m leavesvcage
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unaffected by the change of� m . Now, we can letK 2 approach zero without a divergence
in � S0since the volume of the system is restricted by theK cage term.
In the case of reactions in solutions we evaluate the entropyassociated with the release of
K cage analytically by

� T� Scage = � � � 1ln
v0

vcage
(2.41)

where
vcage =

� 2�
�K cage

� 3=2
(2.42)

Following the above considerations, we can write

� T� S6=
conf;w = min j� GT S

RR jw � min j� GRS
RR jw � T� Sw

cage (2.43)

In the case of reactions in enzymes we do not need the� Scage and K cage terms, since
the enzyme active site restrains the reacting fragments andthe probability of �nding them
outside of the enzyme is small. Thus we use

� T� S6=
conf;p = min j� GT S

RR jp � min j� GRS
RR jp (2.44)

The above approach has been simpli�ed signi�cantly since the work of [57, 58] where,
instead of starting with a large value ofK 1, we save major amount of computer time by
modifying Eq. 2.43 and using

� T� S6=
conf;p = � T� ST S(K = K

0

1)QH + min j� GT S
RR (K = K

0

1 ! K = 0) j

+ T� SRS (K = K
0

1)QH � min j� GRS
RR (K = K

0

1 ! K = 0) j (2.45)

Where the� T� S(K = K
0

1)QH designates the entropy computed by the quasiharmonic
(QH) approximation, whereK

0

1 is the initial value of the restraint.Nota bene: In general,
the QH approximation tends to be valid when restraints are signi�cant, however, it starts to
be very problematic when the restraints become small, resulting in a range of very shallow
and anharmonic potential energy surfaces.

2.2 A background for the methods used inPOLARIS

2.2.1 The use of simpli�ed models and implicit representations

Although the use of all-atom models is very appealing for thedescription of the way of
action of proteins and other biomolecules, the convergenceproblems and the size of the
calculations frequently prevent us to rely on their resultsfor quantitative understanding
of biological problems. The problem is particularly serious in the case of highly charged
systems where it is still very hard to obtain reliable FEP results. Even in the seemingly
trivial task of evaluatingpK a's of surface groups one obtain very unstable results by FEP
calculations. Thus, it is important to have alternative approaches which implicitly treat
some of the energy contributions or use simpli�ed molecularrepresentations and thus reach
much faster convergence.



36 CHAPTER 2. THEORY

Warshel and Levitt[43] presented in 1976 (at the time where fully atomistic mod-
els could not even start to converge) the �rst practical simpli�ed model for microscopic
electrostatic calculations in proteins and solutions by representing the solvation behavior
of water by a simple cubic lattice of Langevin dipoles (LD). This LD model has been
proved to be useful and robust for modeling solvation in solution[1, 13, 2, 61, 62, 63]
and proteins.[64, 65, 66, 67] The model was based on the use ofa dipolar lattice (DL).
DL's have been recently utilized in studies of solvation dynamics to obtain insight into the
fundamentals of polar solvation, as well as a direct test of various theories of solvation dy-
namics. The dielectric behavior of a DL is a function of its geometry (such as simple cubic
or face-centered cubic) and its dimensionless "polarity"

� =
�� 2

0

3kBT
(2.46)

where� is the number density of dipoles in the lattice,� 0 is the permanent moment of in-
dividual dipoles,kB is the Boltzmann constant, andT is the temperature. This dependence
on a single, dimensionless quantity provides a rigorous wayto construct "equidielectric"
DLs of different grid spacing (or "lattice parameter" as it is sometimes called) by adjusting
� 0 and� at constant� .

A theoretically appealing prototype of dipolar solvents isprovided by the Brownian
dipole lattice (BDL) model, composed of point dipoles at �xed lattice sites, undergoing
rotational diffusion while interacting with each other anda solute. Such a model captures
the explicit thermal �uctuations in the system while retaining the simple framework of DL
models.

A further simpli�cation of a BDL is possible through replacing each individual perma-
nent dipole (of magnitude� 0) with its equivalent "Langevin dipole" whose polarizationin
response to an imposed electric �eld is rigorously described by Eq. 1.1. Eq. 1.1 captures
the net response of a thermally �uctuating (reorienting) permanent dipole in an external
electric �eld. Explicit thermal �uctuations in interdipolar �elds are not preserved. The
resulting model is a lattice of Langevin dipoles (LDL). Langevin dipoles have been used
successfully to represent the solvation provided by water in biological systems.[1]

As a useful reference point we also consider noninteractingDLs (NIDL) where the
dipoles do not interact with each other. In an NIDL there is nodifference between the
polarization behavior of Langevin dipoles and Brownian dipoles except for the presence of
explicit �uctuations in the BDL model.

To summarize, a DL approach assumes that the response of the environment of a solute
can be represented by that of a lattice of dipoles with the proper polarity. Number density
or the lattice geometry of a DL need not resemble that of the solvent it represents. How-
ever, matching the number density of the material a DL claimsto represent may have the
advantage of being consistent with the actual level of "discreteness" near the solute.[14]

It might also be useful to point out that early criticism of the LD model by those who
felt very comfortable with fully macroscopic description of the solvent overlooked the fun-
damental role of DL in early electrostatic theory and the fact that continuum models re�ect
drastic simpli�cations of DL models. A lively collection ofearly conceptual problems
with the LD model is given in the footnotes of ref. [65] and in footnote 29 of ref. [61].
At any rate, the LD model provides a consistent, convenient and physically valid model
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for calculatiopns of solvation effects and recent implementations of this model inab ini-
tio calculations of solvation effects have found wide application [61, 68, 69]. Now, with
the LD solvent model it is quite simple to explore electrostatic effects in proteins. This is
done following the original Warshel and Levitt work[43] in the framework of the PDLD
model [43, 2]. This model will be described below in terms of its actual implementation
in MOLARIS. Other implicit models are reviewed elsewhere (e.g., ref. [67]) and will be
considered here in speci�c cases.

2.2.2 The PDLD model and the meaning of the PDLD regions

In this section we describe the implementation of the PDLD method in POLARIS. The
methods within theMOLARISpackage describe macromolecules by dividing them into
four regions. These regions have different meaning inPOLARIS (see Fig 2.10) than in
ENZYMIX(see Fig. 2.3), as is considered below. More details about the PDLD method
and its implementation are given elsewhere [13]. The four regions of the PDLD model are
shown in Fig. 2.10:

1. Region I: This region contains the atoms whose electrostatic energy is to be evaluated
by the program. This group of atoms can be used to examine a wide set of problems:

� An ionizable side chain of an amino acid (e.g., the COO– group). The
POLARIS program can give thepK ashift of such a group in its given protein
site.

� Any protein substrate such as a ligand, drug candidate, an antagonist or an
inhibitor. The program will calculate the interaction binding energy between
the ligand and the protein binding site.

� Atoms in a reactive intermediate or a transition state (TS).ThePOLARISpro-
gram will determine the protein electrostatic contribution to the free energy of
such intermediate or TS.

2. Region II: This region contains the protein atoms that areclose enough to Region
I atoms to have an appreciable effect on this region. The determination of which
atoms are close enough to Region I is up to the user but usually12-15 Ångstroms is a
good starting point for studying systems in water and 18-21 Ångstroms for studying
systems in protein. Region II can also be used to hold active site models which
can signi�cantly speed upPOLARIS computations for otherwise extremely large
systems which would be too dif�cult to handle. In order to speed up the calculations
in large systems the user may select a portion of the molecule(s) to be assigned to
Region II while including the most important groups in Region I. For example, in the
case of a large enzyme interacting with a substrate, Region Ishould be used to hold
the entire substrate or ligand, while Region II holds the residues making up the active
site or as much of the enzymatic molecular environment as possible.1

1Region II can also include explicit water molecules andPOLARIScertainly allows such a choice to be
made. The Langevin dipoles (Region III ) represent the water molecules surroundingRegion I andRegion
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Figure 2.10: ThePOLARISregions: Region I contains the group of molecules of interest (e.g., the substrate),
Region II contains the rest of the explicit molecular system(e.g., the protein) and Region III contains the
solvent (the Langevin dipoles) in and around Region I and Region II. Region III is typically divided into a
�ne inner grid in the close surrounding of Region I and a coarser outer grid. The bulk solvent around Region
III (Region IV) is represented by a dielectric continuum (this includes the protein region out of Rg). The
solid circles in the �gure represent grid sites that are occupied by Langevin dipoles. The grid points without
solid circles are within van der Waals contact radii from theatoms of Region I or Region II. Rg is the radius
of Region III.
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3. Region III is the sphere of langevin dipoles around RegionII. In order to obtain
meaningful results for the contribution of the bulk region (that surrounds Region III),
it is important not to have any Region II group extending out of this region. This
is accomplished by the so called electroneutral groups inMOLARIS�Thus all protein
groups outside the speci�ed radius of Region II will be eliminated. If the radius of
Region III (which is selected by the parameter Rg in the input�le) is smaller than that
of Region II, your job will not run. In order to obtain stable results without perform-
ing very extensive averaging we divide Region III into innerand outer grids where
the spacing of the inner grid is usually smaller than the average spacing between
the solvent molecules (we of course normalize the dipoles bythe corresponding grid
density). The spacing of the inner grid can be set between 1 Å to 3 Å. The cur-
rent parameterization is for a 1 Å grid (which is set by the parameter drg_inner in
the POLARIS section of the input �le). The �ner the grid the more stable are the
calculations.

4. Region IV is the bulk region around Region III. This regionis treated as a continuum
with the dielectric constant of the given solvent.

The use of Region II is:

� optional in a� Gsol calculation,

� required in a� Gbind , REDOX orpK a calculation,

� not needed in alogP calculation.

2.2.3 The PDLD radii

The size of the PDLD regions is controlled by several cutoff radii which are considered
below. These values are controlled by the set_opt sublevel in theMOLARISinput (see the
reference manual).

Outer radius and outer spacing

As stated above we divide region III to outer and inner shells. The radius of the outer shell
is the Rg of Fig 2.10. This radius must be made large enough to include all atoms in Region
I and Region II simultaneously. It is customary to make the spacing of the outer shell equal
to the average spacing of water molecules at normal densities. The default value is 3.0
Ångstroms.

II . These Langevin dipoles represent implicitly the effect oflong time-averaged thermodynamic properties
correctly. The explicit water molecules included as part ofRegion II are held �xed in any PDLD calcu-
lation, but their reorientation effect can be taken into account in a partial way by the LRA averaging over
con�gurations generated by MD runs.
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Inner radius and inner spacing

The construction of Region III involves the use of an initialinner radius (rg_inner) with
a default value of 15 Å. An inner grid with a default inner spacing of 1 Ångstroms is
generated around the center of Region I up to the speci�ed rg_inner and then trimmed to
a layer of 3 Å from the surface of Region I (see Figure 2.10). Ifthe radius of region I is
longer than the default rg_inner of 15 Å then rg_inner is automatically increased in 3Å.

The existence of an inner and outer Region III is not fundamental to the proper ap-
plication of thePOLARIS method. It is merely a convenient feature which optimizes the
convergence time of a given calculation. This re�ects the trade off between the average
over the position of the grid center and the number of grid points. The computation of the
potential inside the inner radius of Region III may be made more precise by adopting a
smaller grid spacing. For PDLD calculations inMOLARISwe use values of 1.0 and 3.0 for
the inner and outer grid spacing, respectively. In the curent version ofMOLARISthe user
does not have access to change these radii and spacing valuesand they are hard coded.

2.2.4 ThePOLARIScharges

In order to perform thePOLARIS calculations we have to de�ne residual charges for the
atoms in region I and for the surrounding macromolecule. Onecan obtain such charges
from gas phaseab initio calculations [70]. However, charges obtained fromab initio calcu-
lations in solution are expected to be more reliable. In thisrespect it is important to realize
that accurate solvation energies can only be obtained from well calibrated parameters that
re�ect both the given charges set and the van der Waals parameters used[13, 61, 71].

In view of the large correlation between the van der Waals parameters (or atomic radii)
and the atomic charges used we feel that the most important factor in obtaining a rekliable
solvation model is to insist on the use of a careful calibration procedure, based on �tting
calculated and observed solvation free energies. Such wellcalibrated set is used by the
POLARIS program. The correspondingPOLARIS group charges are given in Table 2.2.
These charges should be used together with the PDLD atomic radii, the polarisrp set (see
the reference manual).

ThePOLARISgroup charges are included in part in the amino acid library.This library
(given in the $MOLARIS_PATH/lib directory) contains the re�ned charges of amino acid
residues and other important molecules. The group charges that are used byMOLARISin
building a new molecule which is not included in the library (the group charges for non-
peptide fragments) are given in Table 2.2. When dealing witha non conjugated molecule
(or to a non conjugated part of a non conjugated molecule)MOLARISdivides this molecule
into groups and assigns to each group the corresponding group charges. For example, the
molecule CH3CH2NH2 will have the charges

(-0.237, 0.079, 0.079, 0.079, -0.194, 0.097, 0.097, -0.950, 0.475, 0.475)

This molecule can also be de�ned by connecting the corresponding fragments in
amino00.lib in the same way that a protein is de�ned as a connection of amino acids. In the
case of delocalized electrons in a conjugated molecule, theentire region of the delocalized
electrons is considered a group. If this group is not in the library, you have to evaluate
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the charges by a quantum mechanical approach. In this case werecommend to use ESP
charges obtained from Polarizable Continuum Method approach at the HF/6-31G(d) level
of theory. In section 3.5.2 we provide information on how to do this calculation using the
quantum packages Gaussian or GAMESS.

Table 2.2:POLARISgroup-charges for non-peptide fragments

group charges
CH4 C: -0.316 H: 0.079
-CH3 C: -0.237 H: 0.079
>CH2 C: -0.194 H: 0.097
-texttt|>CH C: -0.097 H: 0.097
benzene C: -0.050 H: 0.050
-OH O: -0.450 H: 0.450 non benzene ring compound

-0.420 0.420 benzene ring compound
texttt|>CO C: 0.420 O: -0.420
-C(O)OH C: 0.400 O1: -0.400 O2: -0.300 H: 0.300
-NH2 N: -0.950 H: 0.475
AR-NH2 N: -0.700 H: 0.350
texttt|>NH N: -0.575 H: 0.575
-texttt|>N N: -0.900 H: 0.079
-N(O)O N: 0.900 O: -0.450
-C6H5 C: -0.097 H: 0.097 C: 0.000
-C(O)O C: 0.800 O1: -0.400 O2: -0.400
texttt|>O C: 0.210 O: -0.420
NH4+ N: -0.120 H: 0.280
pyridine C: 0.040 H: 0.040 O: -0.040
AR-NO2 C: -0.097 H: 0.097 O: -0.450 N: 0.900
-C(O)NH C: 0.400 H: 0.237 O: -0.400 N: -0.237

ab initio charges for Langevin dipole calculations

As explained in the previous paragraph, in some cases, when one deals with small and
medium size molecules, it is possible to obtain reliable charges by high levelab initio
calculations. In such cases we have a simple Langevin Dipoles (LD) program which is
specially calibrated forab initio charges. The way to run this program (called ChemSol) is
described in section 3.5.2.

2.2.5 Thermodynamic cycle and PDLD free energy contributions

When one wants to evaluate the free energy of a given biological process the relevant
thermodynamic cycle should be clearly de�ned. For example,in calculations of thepK a

an acidic group in the protein[65], we have to consider the cycle described in Fig. 2.11,
which corresponds to the total energy associated with ionization of an acidic group (AH)
in a protein active site.
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Figure 2.11: The thermodynamic cycle used to estimate the ionization energy of an acidic group in a protein.
See refs. [65, 67] for a detailed discussion. The �gure describes a fully microscopic cycle and lists the
relevant energy contribution.

Once the thermodynamic cycle is de�ned we have to set the Region I atoms charges
(the “solute”) to the values they will have in the two limiting states (protein and water in
�gure 2.11).

These could be for example the charges of the ionized and neutral form of the acid
shown in Fig. 2.11, deriving:

� Gp(AH p ! A �
p + H +

w ) = � Gw(AH w ! A �
w + H +

w ) + � Gw! p
sol (A � ) � � Gw! p

sol (AH )
(2.47)

where p and w designate protein and water, respectively, andrepresents the free energy
difference of moving the indicated group from water to its protein active site. This free
energy difference is considered formally as a change in “solvation” free energies. This
equation can be rewritten for each ionizable residuei, as:

pK p
a;i = pK w

a;i �
qi

2:3RT
�� Gw! p

sol (AH i ! A �
i ) (2.48)

where the�� G term consist of the last two terms of eq. 2.47.qi is the charge of the
ionized form of the given residue, for acidsqi = � 1 (q(AH ) = 0 ; q(A � ) = � 1) and for
baseqi = +1 (q(AH ) = +1 ; q(A � ) = 0 ). In order to evaluate the free energy of an ionized
group in a protein, it is useful and convenient to consider �rst the self energy of ionizing
this group when all other ionizable groups are uncharged andthen to consider the effect of
charging the other groups to their given ionization state. Thus, we can express the�� Gsol
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terms of eq. 2.48 as:

(�� Gw! p
sol ) i = (� Gp

self � � Gw
self) i +

X

j 6= i

� Gp
ij (2.49)

= (� Gp
self � � Gw

self) i + � G(i )
qq

= (� Gp
q� + � Gp

q� + � Gp
qw � � Gw

self) i + � G(i )
qq

where� Gself is the self-energy associated with charging theith group in its speci�c en-
vironment. In the case of a charge in a protein we decompose� Gself into the interaction
between the charge and its surrounding permanent dipoles(� Gq� ) and induced dipoles
(� Gq� ) as well with the water molecules in and around the protein(� Gqw) and� G(p)

ij is
the free energy of interaction between theith andjth ionized residues. Eq. 2.49 can be
viewed as the sum of the loss of “solvation” energy associated with removing the charge
from water(� � Gw

self) plus the “solvation” of the charge by its surrounding protein envi-
ronment (the protein dipoles and water molecules) and �nally the interaction between the
charge and the ionized groups. In this new notation we have

�� Gw! p
self = � Gp

self � � Gw
self = � GBorn + � Gback (2.50)

where the free energy of the �rst step is denoted by� GBorn , while the interaction between
the ionized group and its polar environment has been named “� Gback”. The � Gback term
is given to a reasonable approximation by� Gq� ="p where"p is the assumed dielectric
“constant” of the protein (the meaning of this parameter will be discussed in subsequent
sections).

Thus, the problem of evaluating apK a in a protein is converted to the simpler problem
of getting the solvation energy associated with moving the charge from water to protein.
The selection of charges for the solute and its surrounding has been discussed in Section
2.1.3. Once the charges are de�ned, we are ready to perform the PDLD free energy cal-
culation. This calculation evaluates the interaction between the charges of region I and the
permanent and induced dipoles of region II, III and IV by the expression:

� Gp
sol = � GL + � GBorn + � Gq� + � Gq� + � GvdW + � Ghydro (2.51)

where:� GL , the Langevin energy, is the free energy of the interaction of the water dipoles
of Region III with the charges of Region I and Region II.� GBorn is the residual “bulk”
energy, a correction due to the �nite size of Region III.� Gq� , electrostatic, and ,� Gq�

induced, re�ect the contribution from the permanent and induced dipoles of Region II,
respectively.� GvdW represents the contribution of the van der Waals interaction of Region
III with the atoms of Region I and Region II, and �nally� Ghydro gives an estimate of the
hydrophobic contribution to solvation free energy at 300� K. This entropic contribution is
estimated by the hydrophobic and hydrophilic areas of the molecules. Hydrophobic areas
of a molecule are identi�ed through the magnitude of the electrostatic potential on the
surface of each of the atoms in Region I and Region II.

2.2.6 Averaging PDLD results over protein con�gurations

The original PDLD model represented the solvent by considering its averagepolarization
while taking the X-ray structure of the protein as its average con�guration. A more con-
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sistent (and more expensive approach) involves generatinga set of protein con�gurations
and performing PDLD calculations on this set [72, 13]. The averaging is done automati-
cally in MOLARISby using MD generated con�gurations within the LRA approximation
of Section 2.1.3. This important implementation will be discussed in Section 2.2.8.

2.2.7 The semi-macroscopic PDLD/S method

The energies obtained by the PDLD method or by any other microscopic model involve
very large contributions that tend to compensate each other. However, with large compen-
sating effects it is sometimes hard to obtain precise results. On the other hand, macroscopic
models can lead to more precise (though not necessarily moreaccurate) results since they
implicitly assumethe above compensation by using a large dielectric constant(see [65, 67]
for discussion). Considering the high precision of the macroscopic approaches, it is useful
to �nd a way to scale the large energy contributions of the PDLD model, and to obtain sim-
ilar precision while retaining the clear energy-based concepts of the microscopic approach.
Such a “scaled microscopic” model, which is referred to hereas the semi-microscopic or
PDLD model and is designated by the abbreviation PDLD/S[6].

The starting point in this model is Fig. 2.12 where the charging free energy� Gc! b is
given by

� Ga! b = � Ga! d + � Gd! c + � Gc! b (2.52)

We start by considering� Ga! d. The contributions to this term from the solvated charge
is easily evaluated by

� G" p
q � � Gw

q = � (
166
�a

)[
�

1 �
1
"p

�
�

�
1 �

1
"w

�
] (2.53)

= � � Gw
q

�
1
"p

�
1
"w

�
=

�
1 �

1
"w

�

' � � Gw
q

�
1
"p

�
1
"w

�

where� Gw
q is the self energy of the given charge in water (the� Gw

self of Eq. 3) and
� G" p

q is the solvation of the charge in a medium with" = "p. Here we express� Gw
q

by the Born's formula and then determine the relevant Born'sradiusa from the actual
(microscopically calculated)� Gw

q . The contribution from the change in the solvation of
the protein(� G" p

p � � Gw
p ) is now evaluated in a similar way. This is done by

� G" p
p (q = 0) � � Gw

p (q = 0) ' �
�

166q2

�b

� �
1
"w

�
1
"p

�

�
�

166� 2

b3

�
[
�

2"p � 2
2"p + 1

�
�

�
2"w � 2
2"w + 1

�
] (2.54)

where� Gw
p is the solvation energy of the entire protein with its ionizable group in its

indicated charge state. b is the Born's radius of the protein, q is the total protein charge and
� is the total dipole of the protein. Using the relationship

�
2" � 2
2" + 1

�
=

�
1 �

1
"

� �
1

1 + 1=2"

�
=

�
1 �

1
"

�
f (" ) (2.55)
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Figure 2.12: The PDLD/S-LRA thermodynamic cycle for the evaluation of �� Gw! p
sol (A � ). The cycle

involves the change of the dielectric constant of the solvent around the protein from"w to "p, moving the
charge from the solvent to the protein, changing back to the solvent dielectric and uncharging the ionized
group inside the protein. The energy contribution of each step is indicated in the �gure (see text). The LRA
process is designated by the reorientation of the protein permanent dipoles.
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wheref (" ) = (1 + 1 =2")� 1, we can write Eq. 2.54 as

� G" p
p (q = 0) � � Gw

p (q = 0) ' �
�

166q2

b
+

166� 2

b3
f (" )

� �
1
"w

�
1
"p

�
(2.56)

For � Gw
p (wheref (" ) ' 1) we can certainly write

� Gw
p ' �

�
166q2

b
+

166� 2

b3

� �
1 �

1
"w

�
= �

�
166q2

b
+

166� 2

b3

�
(2.57)

Now we can write for"p � 6

� G" p
p (q = 0) � � Gw

p (q = 0) �= � Gw
p

�
1
"p

�
1
"w

�
(2.58)

When"p is smaller than 6 we should modify the scaling of� Gw
p by the abovef ("p). This

is done conveniently in our simulation studies by evaluating � G" =2
p in addition to� Gw

p ,
and using these two values to obtain an interpolated value for b andf (" ). The additional
calculation for"p = 2 is very fast. That is, in the case of small"p we can use a non-iterative
approach with a grid of dipoles with the corresponding polarizability and with a screening
constant that represents the dipole-dipole interactions[73]. However, even without thef (" )
correction, the contribution from the� 2 term of the protein largely cancels when we also
include the� Gc! d term. Furthermore, the physics of scaling by"p is qualitative as is the
nature of"p. Thus we use in our qualitative discussion the approximation

� Ga! d = �
�
� Gw

p (q = 0) + � Gw
q

�
�

1
"p

�
1
"w

�
(2.59)

� Gd! c is evaluated by taking the microscopic contribution from the interaction between
the protein residual charges to the ionized group (this contribution is called here� Up

q� and
it becomes� Gp

q� upon proper averaging) and dividing it by"p. Thus we can write

� Gc! d =
� Up

q� (qi = �qi )

"p
(2.60)

This simple expression can be used, since all of our system isimmersed in a continuum
with " = "p. Finally � Gc! d is evaluated in the same way as� Ga! d. Summing the three
terms in Eq. 2.52 leads to our effective potential which is written as:

� Uw! p
pdld=s;i ' [�� Gw

p (qi = 0 ! qi = qi ) � � Gw
q;i ]

�
1
"p

�
1
"w

�
+

� V p
q� (qi = qi )

"p
(2.61)

Where the�� Gw
p term represents the change in the microscopic solvation energy of the

entire protein plus its bound ionizable group upon changingthe charge of this group from
zero toq. We use here the notation� Updld=s rather than� Gpdld=s to designate the fact that
the proper free energy is obtained by averaging this expression (see next section).
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At this point, one might wonder what value should be used to"p In addressing this issue
[74, 75, 76, 67], it is crucial to remember that"p is not the actual protein dielectric constant
because we explicitly take into account the protein permanent dipoles in theVq� term. In
fact, one should realize that the dielectric constant represents all contributions that arenot
considered explicitly. Thus, for example, if we were to consider explicitly all the polar
contributions including the protein permanent and induceddipoles and their relaxations
upon charge rearrangements (as done in the PDLD treatment),we should have used"p = 1.
Here, we considerimplicitly the protein-induced dipoles, some bound water molecules not
included explicitly, and the reorganization of the proteinpermanent dipoles. Although
it is possible to estimate the relevant"p for any system for microscopic simulation[74],
POLARISprovides the results obtained for"p between 2 to 20.

2.2.8 The PDLD-LRA and PDLD/S-LRA methods

The PDLD/S expression of Eq. 2.61 represents effective potentials rather than actual free
energy since it is obtained from a speci�c protein con�guration (although the solvent po-
larization represents an average polarization). A proper free energy expression is obtained
by using the LRA formulation of section 2.1.3. Now we averagethe PDLD/S effective
potential over protein con�gurations generated with the charged and uncharged forms of
the relevant solute. For example, in studies of the energiesof charged groups we use Eq.
2.21, which is written in our case as

� G(q=0 ! q= q0) =
1
2

[h� Ui q=0 + h� Ui q=�q] (2.62)

Here� V is the change in potential when q changes from zero to�q. h iq designates the av-
erage over trajectories with the potential surface of the protein with the designated q. This
crucial averaging is not included in most of Poisson Boltzmann approaches. This leads
to poorly de�ned protein dielectric constants (see discussion in [67]). The PDLD/S-LRA
method is ised in allPOLARIS calculations including studies ofpK as, REDOX poten-
tials and binding energies. The LRA formulation is also usedwith the PDLD microscopic
model. Such PDLD-LRA calculations are provided as a standard option inPOLARIS.

The LRA average of the PDLD/S and PDLD energies is done in a completely automated
way in theMOLARISpackage. This is done with MD simulations with theENZYMIXforce
�eld and with an explicit representation of the solvated protein. This "shadow" solvated
protein is used to generate con�gurations (that are collected at �xed time intervals) which
are then used in the PDLD/S-LRA and PDLD-LRA calculations.

2.3 Coarse-Grained Model

2.3.1 Introduction

Although computer power has increased enormously in recentyears, including the emer-
gence of peta�op supercomputers, the available computer time is not in�nite, and in many
cases, the use of brute-force computational approaches is not the optimal solution. As out-
lined in our review [3], biologically important problems have already been successfully
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resolved by the use of physically sound simpli�cations, even before the existence of such
powerful supercomputers. In fact, there exist cases where one neither can nor should ap-
proach the problem without the use of a simpli�ed model. Although here, of course, a key
question is what level of simpli�cation to employ in order tobe able to accurately model
the problem at hand without sacri�cing too much of the physics of the system, while also
taking into account the available computational power and its ability to give a convergent
result at that point in the history of the �eld. The earliest use of coarse graining in mod-
eling proteins emerged in 1975, with the development of a simpli�ed model for protein
folding [77]. The Levitt Warshel (LW) model [77] replaced the side chains by spheres
with an effective potential, which implicitly representedthe average potential of the sol-
vated side chains. Remarkably, this drastically simpli�edapproach was able to �nd several
native structures while starting from the native unfolded state, making it (probably) the
�rst realistic treatment of large amplitude motion in proteins, as well as the �rst physically
based solution to the Levinthal paradox [77]. A further useful simpli�cation suggested at
the same time was a model that kept the helices of the simpl�edmodel in a �xed helical
con�guration [78].

Subsequently, Ḡo and coworkers [79] introduced another CG model for proteinfolding.
This model, which has come to be referred to as a "lattice model", considers the system as
being a chain of non-intersecting units of a given length on a2D square lattice. Although
this approach has some problems (as discussed by us and others[80, 81]) it provided signif-
icant insight and has been used by some of the key workers in the �eld [82, 83, 84, 85, 86],
while others tried to be more realistic and used the LW model.

Since the development of the above models, it has been widelyrecognized that CG
model can offer a powerful tool for exploring fundamental problems, such as the protein
folding and aggregation problems[87, 88, 89] as well as membrane properties[90] and other
general properties.[91, 92] However, the use of CG models inexploring structure-function
relationship has been more limited. In our view, a part of theproblem has been the lim-
ited familiarity of the CG community with modeling chemicalprocesses as well as the
de�ciencies of the description of electrostatic effects bymost CG models.

One of the most promising CG strategies for description of functional properties has
been our recently developed model[80, 93, 94] that focused on improving the description
of the electrostatic features of the model. Since this modelhas been evolved while being
developed and veri�ed, we provide here description of the recent developments and recent
applications.

In considering our model, it may be useful to comment on the general idea of CG
re�nement. In trying to obtain a CG (or any other empirical force �eld) description of
reality, it is important to realize that the constraints of reproducing different properties can
include both theoretical and experimental properties. This idea goes back to the original
consistent force �eld (CFF) model[17, 95] which required reproducing energies, structures
and vibrations as well as properties of molecular crystals.It also re�ects the idea of what
we call now paradynamics[80, 96, 97, 98] (PD), where we required a simple model to
reproduce the energetics and structures of a more complete model. Our point here is that the
speci�c strategy used in the �tting is less relevant than what is being �tted. Thus it does not
matter if one tries to �t forces (in what is called force matching[99]) or �t structures[100],
what counts is how well the �tting works in reproducing the desired properties. In fact,
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the exact reproduction of some features (e.g. forces) of an explicit model might well be
a nonoptimal strategy. For example, if we are looking for effective CG description of
electrostatic energies, it is by far better to �t to PMF or to actual observed electrostatic
energies, rather than any electrostatic forces. The reasonis that the dielectric compensation
of the electrostatic force is a re�ection of many contributions and relaxation processes and
not of a seemingly rigorous single contribution.

In our experience, the use of CG models is also crucial in studies of complex systems,
where despite the tendency to believe that a single long microscopic simulations will tell us
how the system is working, it is essential to run many short runs with different hypotheses
and different conditions, in order to gradually identify the key functional features of the
system. Finally we note that the use of CG models can be classi�ed as a branch of the
general idea of using multi-level modeling, which has turned out, for example, to provide
a major direction in combining high level quantum mechanical calculations with classical
force �elds, in the framework of QM/MM and related modeling (see for review e.g. [5] ).
However, this direction is out of the scope of the present work.

2.3.2 TheMOLARISCG model

Our current CG model [3, 94] has one major difference relative to the early LW as well as
most other CG models - it emphasizes consistent treatment ofthe electrostatic free energy
contributions. Below we review the main features of the model including the special elec-
trostatic terms. Our model, depicted schematically in �gure 2.13, is created by replacing the
side chain of each residue by an effective "atom" (named X) and an additional dummy atom
(named D). The atom X is usually placed at the geometrical center of the heavy atoms of
the corresponding side chains (with a residue dependent charge and van der Waals radius).
For the ionizable residues (ASP, GLU, LYS, HIS), the atom X isplaced in the direction
of the geometrical center of the ionizable functional group. The dummy atoms are placed
along the corresponding C� - C� vectors and serve as tools for rotational transformations
in the process of moving between the simpli�ed and explicit models. Since side chains are
packed with varying conformations inside folded proteins,the equilibrium distancesr 0

C� � X
are within the values mentioned in Table 2.4. The dummy atomsdo not have any charge or
van der Waals (VDW) interaction with the rest of the system. The backbone atoms of each
residue are treated explicitly and the interactions between main chain atoms are identical
to those used in the explicit model, but then modi�ed to re�ect the missing solvent terms.

This model expresses the overall free energy (in kcal/mol) as:

� Gtotal = � Gside + � Gmain + � Gmain � side (2.63)

where the different terms are discussed in the next sessions.



50 CHAPTER 2. THEORY

Figure 2.13: Trimming of an originally fully atomistic sidechain representation, with the Coarse Grained
representation

The free energy� Gside

The� Gside term is given by

� Gside = � Gvdw
side + � Gelec

side + � Gpolar
side + � Ghyd

side (2.64)

The �rst term of the RHS (Right Hand Side) of equation 2.64,� Gvdw
side, describes

the effective van der Waals interactions between simpli�edside chains. � Gvdw
side con-

sists of two components: a) the interactions between the protein residues simpli�ed side
chains,� Gvdw

side� side and b) the interactions between side chains and membrane grid atoms,
� Gvdw

side� mem . � Gvdw
side� side is described by a "8-6" potential of the form:

� Gvdw
side� side =

X

i<j

� 0
ij

h
3
� r 0

ij

r ij

� 8
� 4

� r 0
ij

r ij

� 6i
(2.65)

where� 0
ij =

q
� 0

i � 0
j andr 0

ij =
q

r 0
j r 0

j . The parameters� 0
ij andr 0

ij de�ne, respectively,
the well depth and equilibrium distance. These parameters were re�ned by minimizing
the root-mean-square deviations between the calculated and observed values of both the
atomic positions and the protein size (i.e., the radii of gyration) for a series of proteins.
The corresponding re�ned parameters are given in table 2.4.

The van der Waals interactions of membrane grid atoms are treated in a different way to
allow for ef�cient modeling of the membrane effect. That is,the membrane grid is treated
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Residue a r 0
i (Å) b� 0

i (kcal/mol) c r 0
C� � X (Å) Polarity

ALA 2.80 0.04 1.4-1.5 nonpolar
CYS 3.10 0.05 2.3-2.4 polar
ASP 3.40 0.11 2.8-3.0 polar
GLU 4.40 0.13 3.4-4.3 polar
PHE 4.10 0.24 3.4-3.6 nonpolar
HIS 3.80 0.23 3.5-3,6 polar
ILE 3.80 0.15 2.0-2.5 nonpolar
LYS 3.80 0.13 5.4-6.4 polar
LEU 3.50 0.13 2.6-2.7 nonpolar
MET 3.80 0.21 2.9-3.0 nonpolar
ASN 3.30 0.13 2.4-2.5 polar
PRO 3.40 0.30 1.8-1.9 nonpolar
GLN 3.70 0.17 2.3-2.4 polar
ARG 4.10 0.29 5.3-6.8 polar
SER 2.90 0.09 2.3-2.5 polar
THR 3.40 0.10 1.9-2.0 polar
VAL 3.50 0.05 1.9-2.1 nonpolar
TRP 4.40 0.33 3.7-3.9 nonpolar
TYR 4.20 0.30 5.6-6.1 polar

MEM 4.24 0.05 - nonpolar

Table 2.4:aVan der Waals radii for the simpli�ed X atoms of the protein residues. Amino acid residue of GLY
does not have a corresponding X atom, since it lacks an actualside chain.b Well depths for the simpli�ed
X atoms of the protein residues.cLower and upper limits of equilibrium distances of simpli�ed X atoms of
protein residues

with continuous derivatives in order to reduce the need for generating a new grid when
the protein is displaced or changes its structure. This was done by building a continuous
membrane (instead of deleting membrane points that appearsin direct contact with the pro-
tein). Accounting for the fact that the membrane grid shouldbe deleted upon contact with
the simpli�ed side chain protein atoms, we replaced the standard van der Walls interaction
between the protein and the membrane by

� Gvdw
side� mem =

X

i<j

A ij

(� + r 6
ij )2

�
B ij

� + r 6
ij

(2.66)

whereA ij andB ij are parameters for interactingi th side chain andj th membrane grid
atom,r ij is the distance between the two atoms, and� is a VDW cutoff parameter.

A ij = 4� 0
ij (r 0

ij )12

B ij = 4� 0
ij (r 0

ij )6 (2.67)

where� 0
ij =

q
� 0

i �
0
j , r 0

ij = 1
2(r 0

i + r 0
j ) are, respectively, the well depth and equilibrium

distance for the pair of atomsi andj. Note the different way of calculatingr 0
ij , compared

to the one used for� Gvdw
side� side. Parameter� is equal to 7452.75 Å6

The second term of the RHS of equation 2.64 ,� Gelec
side, was originally given by the

following equation:
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� Gelec
side = � 2:3 RT

X

i

Qi (pK w
a;i � pH) + � GQQ + � Gself (2.68)

wherei runs over the proteins' ionized residues,pK w
a;i is thepKa of the i th residue in

water andQi is the charge of thei th residue in the given ionization state.� GQQ is the
charge-charge interaction free energy, which is given (in kcal/mol) by:

� GQQ = 332
X

i<j

Qi Qj

r ij � ef f
(2.69)

where the distances and charges are expressed in Å and electronic charge units, respec-
tively, and� ef f is the effective dielectric for charge-charge interaction, which re�ects the
idea established in many of our earlier works (e.g. [76, 101]) that the optimal value is large
even in protein interiors (namely� ef f > 20). This type of dielectric has been found to
provide very powerful insight in recent studies of protein stability (see [101, 102]). The
ionization state of the protein residues were determined bythe Metropolis Monte Carlo
approach of ref [94] for the given pH. The expression in Equation 2.68 has been re�ned
more recently [103] and the corresponding modi�cations aregiven in the 'Modeling Protein
Stability and Folding Energy'.

A key element in our approach is the treatment of the self energy, � Gself , associated
with charging each ionizable group (residues ASP, GLU, LYS,ARG, and HIS) in its spe-
ci�c environment. This term is given by:

� Gself =
X

i

�
Unp

self (N np
i ) + Up

self (N p
i ) + Umem

self (N mem
i )

�
(2.70)

whereU designates effective potential,i runs over all ionized residues,Unp
self , Up

self
andUmem

self are the contributions to the self-energy from non-polar (np) residues, polar (p)
residues and membrane (mem) atoms (more precisely, membrane grid points as clari�ed
below), respectively. HereN np

i , N p
i andN mem

i are, respectively, the number of non-polar
residues, polar residues and membrane atoms in the neighborhood of thei th residue. Note
that the non-polar contribution for the membrane is taken into account separately in the
hydrophobic term (described below). The empirical functionsUnp

self andUp
self are given by:

Unp
self (N np

i ) =

(
B self

np(i )exp[� � np
U (N np

i � N np
max )2]; 0 < N np

i � N np
max

B self
np(i ) ; N np

i > N np
max

(2.71)

and

Up
self (N p

i ) =

(
B self

p(i ) exp[� � p
U (N p

i � N p
max )2]; 0 < N p

i � N p
max

B self
p(i ) ; N p

i > N p
max

(2.72)

The number of non-polar residues neighboring thei th ionized residue is expressed by
the analytical function:
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N np
i =

X

j (np)

F (r ij ) (2.73)

with

F (r ij =

(
1 r ij � rnp

exp[� � np(r ij � rnp)2] r ij > r np
(2.74)

Wherer ij is the distance between the simpli�ed side chains of ionizable residue(i ) and

non-polar residue(j ), rnp and� np are the parameter radius and factor, respectively, that
determine the effect of the non-polar residues. Similar equations were used for the number
of polar residues neighboring thei th ionized residue , with parametersrp and� p, N p

i , and
for number of membrane grid points neighboring the ith ionized residue with parameters
rmem and� mem , N mem

i . The relevant parameters are given in Tables 2.5, 2.6 and 2.7.

Value Units
Polar
� p 0.1 1/Å
r p 5 Å

Nonpolar
� np 0.1 1/Å
r np 7 Å

Membrane
� mem 6 1/Å
r mem 2:05D spacing Å

Table 2.5: The parameters for the calculation (general case) of the number of neighbors for all types of
residues (ionizable, polar and non polar/hydrophobic)

� p
U 0.1

N p
max 6

� np
U 0.02

N np
max 15

� mem
U 0.005

N mem
max 28

RSolvent
cutof f 18 Å

Table 2.6: Parameters for the calculation (general case) offree energy contributions of U for all types of
residues (ionizable, polar and nonpolar/hydrophobic)

The values ofN p
max andN np

max have been estimated, by observing the values of neigh-
bors in a set of diverse proteins [102]. For speci�c values ofrp andrnp given in Table 2.5
and used extensively in our previous work[80, 94, 102, 93, 104], we have observed that less
than 5% of ionizable residues have more thanN p

max = 6. The same feature occurs for the
non-polar neighbors: Less than 5% of the ionizable residueshave more thanN np

max = 15,
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Residue B self
p B self

np B self
mem

name
ASP -0.5 2.5 10
GLU -0.6 2.5 10
LYS -0.5 2.0 10
ARG -0.6 2.2 10
HIS -0.3 4.0 10

Table 2.7: The parameters for the self-energy termsUp
self (N p

i ), Unp
self (N np

i ), andUmem; 0
self (N i

mem ) of the
ionizable residues
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Figure 2.14: The dependence of self energy contributionsUp
self andUnp

self of residue (i) onN p
i andN np

i ).
Until the number of neighbors (polar or non-polar) reachesNmax , the self-energy contributions increase
exponentially. When number of neighbors is larger thanNmax , the self-energy contributions remain constant,
taking the highest valueB self

and those who are, are deeply buried inside the interior partof the contained protein. The
resulting dependence ofUnp

self andUp
self onN np

i andN p
i is described in Figure 2.14.

In cases of membrane proteins we represent the membrane by a grid of uni�ed atoms,
as we have done in our previous studies (e.g. see refs. [94, 76, 102]) and this grid is used
in a similar way to that used in Eq. 2.71 and 2.72. The resulting self-energy term, which
also re�ects the boundaries between the protein and the membrane is given by:

�
Umem

self (N i
mem )

�
buried

=

(
Umem; 0

self (N i
mem ) exp[� ( Rsolvent � Wmem =2

L s
)2]; Rsolvent � Wmem =2

Umem; 0
self (N i

mem ); Rsolvent > W mem =2
(2.75)

where the termUmem; 0
self is given by :

Umem; 0
self (N i

mem ) =

(
B self

mem (i ) exp[� � mem
U (N i

mem � N max
mem )2]; 0 < N mem

i � N max
mem

B self
mem (i ) ; N mem

i > N max
mem

(2.76)
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The parameterRsolvent in Eq. 2.75 is the distance to the closest solvent molecule, which
is determined by a water grid around the system, and using thedistance to the closest
water grid point.Wmem is the width of the membrane atoms grid.L s is a parameter that
determines the effect of the burial of residue (i), and its suggested value (see ref [105], [93],
[104]) is one quarter of the membrane grid widthWmem . For a membrane grid spacing
Dspacing = 2Å and widthWmem = 36 Å the value ofL s is taken as 9Å�(see ref [105], [93],
[104] for more details). A description of the process of �nding the contribution to the self
energy of a fully buried ionizable residue from membrane grid atoms is depicted in Figure
2.15.

Figure 2.15: A representation of an ionizable residue in itssimpli�ed coarse grained form (depicted in green).
The water grid points are also created outside the membrane grid, and the distances of the water grid points
from the side chain are calculated. The distance of the watergrid point closest to the ionizable residue is
Rsolvent . Wmem is the total width of the membrane grid with membrane spacingD spacing . Half of this
width, along withRsolvent is used in Equation 2.75 to calculate

�
Umem

self (N i
mem )

�
buried

The third term of the RHS of equation 2.64,� Gpolar
side , is treated with equations identical

to the ones used to calculate the self-energies of the ionizable residues and is given by :
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� Gpolar
side =

X

i

�
Unp

polar (N np
i ) + Up

polar (N p
i ) + Umem

polar (N mem
i )

�
(2.77)

wherei runs over all polar residues (SER, THR, TYR, CYS, ASN, GLN),N np
i , N p

i and
N mem

i are the number of non-polar residues, polar residues, and membrane atoms in the
neighborhood of thei th polar residue. These terms in Eq. 2.77 are calculated by using Eqs.
2.73-2.74, with exactly the same parameters shown in Tables2.5 and 2.6. The functions
Unp

polar , Up
polar andUmem

polar are given by the same expression as in Equations 2.71, 2.72, 2.75-
2.76 , respectively, and the corresponding parametersB pol

p , B pol
np , andB pol

mem for each polar
residue are given in Table 2.8.

Residue B P ol
p B P ol

np B P ol
mem

name
SER -0.040 0.040 0.040
THR -0.065 0.065 0.065
TYR -0.125 0.125 0.125
CYS -0.005 0.005 0.005
ASN -0.215 0.215 0.215
GLN -0.195 0.195 0.195

Table 2.8: The parameters for the polar termsUp
polar (N p

i ), Unp
polar (N np

i ), andUmem
polar (N mem

i )

The last term of the RHS of equation 2.64,� Ghyd
side, is treated by adopting a similar

model used in the self-energy and polar free energy calculations, as follows:

� Ghyd
side =

X

i

(Unp
hyd(N Ring

i ) + Up
hyd(N p

i ) + Umem
hyd (N mem

i )) (2.78)

wherei runs over all non-polar residues (ALA, LEU, ILE, VAL, PRO, MET, PHE,
TRP), N p

i andN mem
i are the number of non-polar residues and membrane atoms in the

neighborhood of thei th nonpolar (hydrophobic) residue. They are calculated by using
equations 2.73-2.74, with exactly the same parameters shown in Tables 2.5 and 2.6. The
functionsUp

hyd , Umem
hyd are given by the same expression as in Eqs. 2.72 and 2.75-2.76. The

corresponding parameters are given in Table 2.9.
The termUnp

hyd , however, is being treated in a different way, compared to its counter-
parts. That isUnp

hyd is given by:

Unp
hyd(N Ring

i ) = B np
hyd(i ) exp[� 1:4(N Ring

i =Nwater
i )] (2.79)

WhereB np
hyd(i ) is a constant, similar in nature with the constants described in Eqs. 2.71-

2.72. N Ring
i is the number of implicit water grid points within a certain radius from the

side chain center.N W ater
i is the total number of implicit water grid points that surrounds

this speci�c residue, when it is by itself in a water environment.
To calculateN Ring for each nonpolar residue(i ), we create an implicit water grid

around that residue and eliminate the grid points which collide with protein main chain
atoms. Next we retain the grid points that are within the volume between the spheres of
radii rhydro (i ) andrhydro (i ) + 4 Å from the center of the side chain atom ofi th residue. The
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Residue B Hydro
p B Hydro

np B Hydro
mem

name
ALA 0.560 -1.071 -1.071
LEU 0.800 -1.286 -1.286
ILE 0.760 -1.607 -1.607

VAL 0.800 -1.143 -1.143
PRO 0.400 -1.714 -1.714
MET 0.440 -0.714 -0.714
PHE 1.000 -2.429 -2.429
TRP 1.160 -3.214 -3.214

Table 2.9: The parameters for the hydrophobic termsUp
hyd (N p

i ), Unp
hyd (N Ring

i ), andUmem
hyd (N mem

i )

rest of the grid points are eliminated. The total number of these grid points is taken as the
value ofN Ring . Figure 2.16 demonstrates howN ring is calculated from the implicit water
grid points, and the values ofB np

hyd(i ) , rhydro (i ) , andN W ater
i are given in Tables 2.9 and 2.10.

Figure 2.16: Description ofN Ring calculation. Left: Showing the actual water grid points, surrounding a CG
residue (shown in green) of a protein. Right: Showing the water grid points that are within a hollow spherical
volume, created by two spheres of radiirhydro ( i ) andrhydro ( i ) + 4 Å. These points are used to determine
N Ring .

Residue r hydro ( i ) (Å) N W ater
i

Name
ALA 3.0 60
LEU 5.5 115
ILE 6.0 120

VAL 4.5 110
PRO 3.5 50
MET 6.0 110
PHE 5.0 130
TRP 6.0 140

Table 2.10: The parameters for the hydrophobic termUnp
hyd (N Ring

i ) (Continued)
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The free energy� Gmain

The main chain free energy� Gmain is given by

� Gmain = � Gbond + � Gangle + � Gtor + � Gitor

+� G� �  
tor + � GSolv

main + � Gtotal
HB + � Gqq

main (2.80)

where � Gbond, � Gangle , � Gtor , and � Gitor are contributions from the regular
ENZYMIX force �eld. Also, the last term of the RHS of equation2.80,� Gqq

main , is the
charge-charge interaction free energy between the main chain atoms, which is calculated
by equation 2.69 and a dielectric constant� ef f = 10. The additional terms will be
discussed below.

Calculation of � G� �  
tor

Since the secondary structure of proteins depends stronglyon the solvation of the main
chains, we added the correction potential,� G� �  

tor , that is used to modify the gas phase
potential. This solvation potential is given by:

� G� �  
tor =

4X

i =1

A i g(� � � i
0; ! i

0)g( �  i
0; ! i

0) (2.81)

where

g(X; ! ) = exp
�

� 0:693
� 1 � cos(X )

sin( !
2 )

��
(2.82)

The values of� i
0 and i

0 are chosen to represent the minima of the� -helix and� -sheet
regions of the Ramachandran plot, whileA i and! i

0 have been selected to tune the simple
model� -helix and� -sheet regions to match those of the explicit model. The speci�c values
of these parameters are listed in table 2.11.

region A i (kcal/mol) � i
0 ! i

�; 0  i
0 ! i

 ; 0
� - helix -1 -95 8 -5 16
� - sheet -10 -150 10 175 16

 0-turn -3 -80 6 65 5
L-� - helix -5 60 5 40 16

Table 2.11: The parameters for the� G� �  
tor term. Angular values are given in degrees.

Calculation of � GSolv
main
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The main chain solvation term is given by

� GSolv
main = � Bsolv

X

i

U�;i (2.83)

U�;i =

(
exp[� � � (j� i j � � max )2]; j� i j < � max

1; j� i j � � max
(2.84)

whereBsolv = � 2 and(i ) runs over all residues in the sequence. The function,� , which
re�ects the percentage of polar residues around theC� atom of a given residue(i ), is given
by

� i =
Nnp;i + Nmem;i (N � max

p =N � max
mem ) � N � max

p

N � max
p

(2.85)

WhereN � max
p is the maximum number of polar residues around aC� atom (taken as 27

based on the total number of neighbors around a residue buried inside SecY translocon that
was used as a test system );N � max

mem is the maximum number for membrane atoms around
a C� atom (taken as 33 based on using Ala, in a membrane with membrane spacing of 4
as described in Fig. 2.15).Nnp;i andNmem;i are the numbers of nonpolar and membrane
residues around residue i, which are calculated by the same approach used in the self-
energy calculation. The only difference is that we count theresidues around theC� and not
theC� atom, as done for the calculation of the self-energy contributions.

Calculation of � Gtotal
HB

The hydrogen bond function is given by

� Gtotal
HB = Gwater

HB Ui
� Uj

� + Gmem
HB (1 � Ui

� Uj
� ) (2.86)

where we have

� Gwater
HB = Awater(� GCG;0

HB + � Gregular
HB ) + exp[ � � HB(r ij � rHB)2] (2.87)

and where

� Gmem
HB = Amem(� GCG;0

HB + � Gregular
HB ) (2.88)

where we use� HB = 22:2 Å � 2 andrHB = 2:9. Awater = 0:044andAmem = 0:22

� Gregular
HB is the regular HB function used in the standard MOLARIS force�eld.
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� GCG;0
HB is given by:

� GCG;0
HB =

(
� 1; r ij � r0

� exp[� � (r ij � r0)2]; r ij > r 0
(2.89)

with � = 15 Å � 2 andr0 = 2 Å.
The scaling factorsAwater andAmem are evaluated by the function

A = (1 � 0:8Ui
� Uj

� )=4:5 (2.90)

where in water,U� is equal to 1 for all residues, therefore from equation 2.86 we have

Awater � (1 � 0:8 � 1)=4:5 = 0:2=4:5 = 0:044 (2.91)

On the other hand, in membrane,U� is set to 0 for all residues, and from equation 2.86
we have

Amem � (1 � 0:8 � 0)=4:5 = 1=4:5 = 0:22 (2.92)

The free energy� Gmain � side

� Gmain-sideconsists of two parts, the electrostatic and the van der Waals parts:

� Gmain-side= � Gelec
main-side+ � GVDW

main-side (2.93)

The electrostatic part,� Gelec
main-side is treated with the same electrostatic interactions as

in Equation 2.69, but with the� eff = 10.
The van der Waals term for main-side interactions,� GVDW

main-sideconsists of two parts: (a)
the one where the side chain is a regular protein side chain,� GVDW

main-side proteinand (b) the one
where the side chain is a membrane grid atom,� GVDW

main-side mem.

� GVDW
main-side= � GVDW

main-side protein+ � GVDW
main-side mem (2.94)

� GVDW
main-side proteinis treated as a regular 12-6 potential, only that a side chainis treated

as a carbon atom. Again, the van der Waals interactions of membrane grid atoms,
� GVDW

main-side mem, are handled with the same treatment, as discussed before for the calcu-
lation of the� GVDW

side memusing Eq. 2.66 withA ij = A i A j , B ij = B i B j , whereA i , A j and
B i , B j are the VDW parameters for main chain atomsi and membrane grid atomsj . The
parameter� for this case is taken as 2871.33 Å6.
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Modeling Protein Stability and Folding Energy

Our previous approach for the evaluation the absolute stability of proteins has been based
on using the PDLD/S-LRA electrostatic model with focused dielectric constants (ref. [94])
where we searched for the optimal set of the effective dielectric � eff and the self-energy
PDLD dielectric� p. While the results obtained have been very encouraging (Figure 2.17),
we attempted to obtain similar results with the more qualitative CG model. In the case of
our CG model we replace the more rigorous self-energy calculations by the more implicit
� Gself term. At any rate, we re�ned the CG model by requiring the best�t to the observed
absolute stability of a bench mark of proteins, expressing� GCG

fold as:

� GCG
fold = � Gfold

elec + � Gpolar
side + � Ghyd

side + c1� Gvdw
side-side+ c2� GCG

solv + c3� GTOTAL
HB (2.95)

where the scaling constantsc1, c2 andc3 have the values of 0.1, 0.25 and 0.15 respec-
tively. � Gfold

elec is expressed by modifying Eq. 2.68, using :

� Gfold
elec = � 2:3 RT

X

i

QMC
i (pK i

a � pK w
a ) + � GQQ + � Gdev

Q (2.96)

where� GQQ is the charge-charge interactions of all protein's ionizable residues, and it
is calculated by using Equation 2.69 with a distance dependent dielectric constant� eff(ij ) of
the form:

� eff(ij ) = 1 + 80(1 + exp(� 0:5r ij )) (2.97)

wherer ij is the distance between the indicated ionizable residues ,� Gdev
Q is a term that

re�ects the scaled down effect of the change in an ionizable residue protonation state upon
unfolding. It is given by:

� Gdev
Q = � 2:3 RT

X

i

(Quf(i ) � QMC
i )(pK w

a � pH)(1 � exp(� � j(pK i
a � pK w

a )j)) (2.98)

Here,QMC
i is the charge of each ionizable residue(i ), which minimizes the electrostatic

free energy (Eq. 2.68),Quf(i ) is the charge of residue(i ) in water, and� = 0:2. pK i
a and

pK w
a are the intrinsicpKa of thei -th ionizable residue, in protein and in water, respectively.

The MC averaged (partial) charges,< Q i > , can be used instead ofQMC
i for calculations

of � Gfold
elec.

The results obtained after re�ning the CG model are given in Figure 2.18 and the cor-
responding results are summarized in Table 2.12. As seen from Figure 2.18, the CG model
does not achieve the accuracy of the more explicit PDLD/S-LRA model in reproducing ab-
solute folding energy. However the overall trend in stability is reproduced. It is important
to realize that the �tting procedure re�ects a compromise between different requirements.
For example, we found out that we cannot get a quantitative agreement between the calcu-
lated and observed effects of hydrophobic mutations without getting serious deterioration



62 CHAPTER 2. THEORY

0 5 10 15 20 25 30 35

0

5

10

15

20

25

30

35

40

G

e
le

c

fo
ld

   
(k

ca
l/m

o
le

)

G

obs

fold

   (kcal/mole)

Figure 2.17: Prediction of absolute folding energies (stabilities) of various proteins, using PDLD (from ref.
[103]).

in the agreement between the calculated and observed absolute stability. Apparently, as is
the case with other models, it is hard to reproduce quantitatively absolute folding energies,
but we believe that reproducing the observed trend is a very effective way of calibrating a
CG model. We also note that we have the option of using the CG asa reference potential
for moving into the explicit potential [94]. This approach should be particularly effective
in reproducing mutational effects on protein stability[94]. It should also be pointed out that
the CG should perform the best in exploring the electrostatic effect on protein stability. The
CG model allows for a very fast screening of protein stability.
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Protein � Gobs � Gcalc
set

Staphylococcal Nuclease 6.2 6.7
Staphylococcal Nuclease� + PHS 11.9 7.5

Ribonuclease 10.5 10.7
Barstar 5.7 3.1
Bc CSP 5 8.7
SS07d 8 10.0
Chey 9.5 13.4

FeCyt b562 10.1 10.3
Thioredoxin 9 12.0

Apo�avodoxin 4.3 2.5
Barnase wt 8.8 11.2

Bnase W94F 8 11.0
Bnase W94L 7.5 10.2

Ec DHFR WT 6.1 8.5
Ec DHFR W22L 6.2 6.7
Ec DHFR W30A 4.0 7.6

bCSP WT 3.5 0.1
bCSP F27A 2.7 -0.5
bCSP F17A 2 -0.5
bCSP F15A 1.2 -0.3

Ribosomal s6 8 6.0
� -Repressor 4.6 7.7

Bs Hpr Phosphotransferase 4 3.7
Arc Repressor 4.6 7.7

GDH Domain2 4.9 12.7
Ferridoxina - -

Sac7d 7.4 12.4
Ubiquitin F45W 7.4 4.7

Interleucine 9.1 15.2
R Nase A 9.3 9.2

R Nase T1 7.7 11.9

Table 2.12: Predicted and observed absolute stabilities ofa set of proteins, using the CG Model (from
ref.[103]). aFerridoxin without the SF4 ligand is considered unstable.
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Figure 2.18: Prediction of absolute folding energies (stabilities) of various proteins, obtained using the CG
model (from ref. [103]).
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2.3.3 Electrolyte and Voltage Effect

The semi-macroscopic strategy used here has been describedin our previous electrostatic
modeling [13], which is similar to the approach introduced originally by Klein and Pack
[106] but it retains a more microscopic view. The grid spacing is taken here as� and
the volume element� = � 3 centered at the ith grid point contains a residual chargeqg

i
determined by

qg
i = q+

i + q�
i (2.99)

where

qi =
� � Nboxe( � �� i )

A �
=

Q�
boxe

(� �� i )

A �
(2.100)

whereq+
i andq�

i are, respectively, the positive and negative fractional charges that are
assigned to the ith grid point,� � is the ion charge of the electrolyte ions in atomic units
(namely,� 1 for the 1:1 electrolyte used in our calculations),Nbox box is the total number
of cations/anions in the simulation box,Q�

box box is the total charge of cations/anions in
the simulation system given byQ�

box = � � Nbox, � i is the electrostatic potential (times unit
charge) at the ith grid point, and� = ( kT)� 1. A � is a normalization constant. In the initial
step of the calculationNbox box is obtained as follows for a 1:1 electrolyte:

N �
box = nbulk �N box

grid (2.101)

wherenbulk is number density (number of ions/Angstrom3), which is connected to the molar
concentration (C) by

nbulk =
C

1666
(2.102)

box N grid
box is the number of grid points within the simulation box (outside membrane and

protein).
Using the normalization condition

P
q�

i on Eq. 2.100, we obtain

qi =
� � Nboxe� �� i

P
i e� �� i

=
Q�

boxe
� �� i

P
e� �� i

(2.103)

Our normalization treatment, which is different than the common use of the bulk den-
sity, helps to obtain a clearer physical picture. However, for a very large simulation system
and at the limit of� ! 0, we obtain:

A � =
X

e� �� i ! N grid
box (2.104)

The potential times unit charge� (which is actually potential of mean force) can be ex-
pressed as

� i = 332
X

j

qP
i

� gp
ef f r ij

+ 332
X

j

qg
i

� wat r ik
+ V ext

i (2.105)

whereV ext
i represents the external potential on ith grid point. Here,qP

j is the charge of
the jth protein residue (these charges are evaluated by MC procedure described above) and
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qg
k is the point charge at the kth grid point (representing the excess net charge of the kth

volume element).
The effect of the regions that are not included in the simulation system was represented

by using a partially periodic (quasiperiodic) treatment. That is, we used a periodic boundary
condition with explicit images of the simulation system in the nearest neighbor cells and
with simpli�ed replicas for farther images, where the totalcharge of the slab at each Z
coordinate is centered on the middle point of the slab (with coordinate (0;0;Z)).

The dielectric� gp
ef f represents charge-charge dielectric for interaction between the pro-

tein and the electrolyte grid points. This parameter can be approximated by a large number
between 40 and 80 or by the distance dependent function

� = 1 + 60[1 � exp(� 0:1r ij )] (2.106)

In order to model the effect of the external potential, one can consider formally the
membrane/ protein/water system as a capacitor. In this case, it is possible to use the well-
known macroscopic capacitor model. That is, in principle wecan use the well-known
macroscopic capacitor model , where the external potentialinduces surface charges (�f ),
whose value will be de�ned below, and creates the corresponding displacement vectorD0:
In this case, we have

D 0 = 4�� f (2.107)

whereD0 is not affected by the medium. We also have the relationship

E = D 0=�� = D 0 � 4�P (2.108)

where�� is the macroscopic local dielectric constant (which is not equal to the above� ij ), E
is the macroscopic �eld, and P is the macroscopic polarization.

Our �rst task is to determine the membrane potential and the electrolytes charges, so we
can evaluate the free energy of the protein charges in the presence of this potential, which
is done by expressing the external potential as

V i
ext =

Z zi

z0

D 0
z=�(z)dz (2.109)

whereZ0 is theZ coordinate at the left electrode (in the current work, we de�ne the
left side as the side with smaller value for the Z coordinatesand the right side with the
larger Z value). Now, if we consider the potential on the electrolyte grid points or on the
membrane grid points, we can de�ne what is considered here asthe ideal potential (namely,
the potential in regions without the protein) by

V out
i = V ideal

i =

8
>>>>>>>><

>>>>>>>>:

(z � zmin ) � D0=�wat

z < z ig
1

(zig
1 � zmin ) � D0=�wat + ( z � zig

1 ) � D0=�mem

zig
1 < = z <= zig

2

(zig
1 � zmin ) � D0=�wat + ( zig

2 � zig
1 ) � D0=�mem + ( z � zig

2 ) � D0=�wat

z > z ig
2

(2.110)
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wherezig
1 is a left boundary of the membrane,zig

2 is a right boundary of the membrane,
andzmin is the lowest (left-most) Z coordinate of the grid in the system (for this purpose we
assume "�at" membrane). Here� wat and� mem are the dielectric constants of water solution
and the membrane/protein system, respectively. When we deal with the protein charged
groups, we evaluate the relevant external potential by starting from the closest point, where
we know the ideal potential of Eq. 2.110. In principle, because the potential is a state
function, we can choose any path for evaluating the potential at the site of the given side
chain. Our estimate of the potential on the protein sites:

V i
ext =

8
<

:

V i
ideal i + Vshif t D0(z � zstart

pro ) �
�

1
� site (r wat ) � 1

� ideal

�
jr wat

center � r wat j < 3

V(zstart
pro ) + D 0 �(zcenter � zstart

pro )
� (r wat

center ) + D 0 �(z� zcenter )
� (r wat ) jr wat

center � r wat j > = 3
(2.111)

where the closest distance from ther center = ( x; y; zcenter ) to the closest electrolyte grid
point isr center

wat . Here, the distance-dependent dielectric is de�ned as

� (r ) = 34 � e� (x=5)2
+ 6 (2.112)

The shift potential,Vshif t , is based on the calculation of the grid potential

Vshif t = �
�Vright � �Vlef t

2
(2.113)

For additional details about the model, see Dryga, PNAS, 2012 and molaris demo di-
rectory. voltage/barrier/DOCS contains additional information about the model and demo
itself. Source code used is from cvs on mykonos and was checked head of trunk on May 3,
2012.
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Chapter 3

Speci�c applications and practical
aspects

3.1 General groups of keywords

The modular implementation of programMOLARISthat we present allows the user to use
common types of calculations and/or keywords speci�cations for different types of runs.
There exist several groups of keywords that are shared by more than one types of runs.
The archaetypical example is the group of keywordsmd_parm. This group of keywords
is shared by all runs that need MD trajectories to be computed. In this level the user can
specify the characteristics of the run, independently of what kind of run (solvation, EVB,
binding...) is being performed. For example, keywords asnsteps , temperature ,
constraint_pair among others that control typical features of an MD run, can be
modi�ed within this level. Refer to the reference manual fordetails.

Another group of keywords is theset_opt , that controls all PDLD keywords in
POLARISruns (from grid spacing to number of iterations andPOLARIS radii of the dif-
ferent atom types).

3.2 Running the program and updating the amino acid
library

Run the program by typing

$ molaris

When starting the run you will be prompted by the program. The�rst thing that you should
do is to enter the name of the coordinates �le,e.g.:

Input the coordinate file name> sub.pdb

After writing this coordinate �le name the program will readthis �le and report any errors
that it encounters in the �le. The program will automatically read the amino acid library

69
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�le. This library contains all the information needed to describe the topology and chemical
nature of the molecules that are included in this library. Additional new molecules which
are not included in the library are automatically incorporated. Another automatic procedure
is the addition of hydrogens to the protein. After successfully updated the amino acid
library, the program will then print out the names of the amino acids and other groups that
it �nds in the library.

3.3 UsingANALYZE

After the PDB �le has been read and the topology �le has been created the program will
again give the prompt:

tasks>

Now you can typeANALYZEin order to get information about the system under study.
This is done by using the keywords in the reference manual. The keywordsallres ,
restype andresatom give information about the new numbering in the protein. You
can use these commands to determine the number of the amino acid that has the atoms of
interest. Also, you can check the topology of particular residues by typing, for example,
resbond , restor ,... or even modify this topology �le by usingaddbond .

ANALYZEcan also be used for performing simple calculations as the distance between
two atoms (distatom ), or to list the ionizable groups within a sphere, among others.

The last type of information usingANALYZEis the generation of movies and molecular
electrostatic potentials (MEPs) from restart �les taken from previous runs. This is done by
using the keywordsview_movie andview_pot . As is explained in the manual, every
level ofMOLARISis exited by the keywordsend or exit .

An example ofANALYZErun is given below, where we calculate the electrostatic in-
teractions of SER 47 in BPTI with all the residues within 9.0Åfrom its center. The input
�le looks as follows:

../../pdb/bpti.pdb

analyze
restype SER
electro 1 9.0 47
end

end

The results of the run will look like:

analyze> restype SER

47 SER_047

analyze> electro 1 9.0 47
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Radius = 9.0A
Total charge on residue 47 = 0.000
The coordinates of the center for residue(s): 47

= 9.575 28.800 1.738

residue# residue charge electro distance(A)
-------- ------- ------ ------- -----------

20 ARG 0.000 -0.082 8.233
21 TYR 0.000 -0.712 5.065
30 CYS 0.000 -0.512 8.435
45 PHE 0.000 1.336 6.417
46 LYS 0.000 -11.561 6.293
48 ALA 0.000 -9.198 4.111
49 GLU 0.000 4.351 4.877
50 ASP 0.000 14.014 4.351
51 CYS 0.000 -4.263 6.003
52 MET 0.000 0.251 8.867
53 ARG 0.000 -0.136 8.502

-----------------------------------------------
total electrostatic energy -6.511 (kcal/mol)

A more advanced demo of usingANALYZEis given in the directoryan_total.

3.4 UsingENZYMIX

One of the major class of simulation that can be performed byMOLARISinvolves the
ENZYMIXmodule. This module comes from the implementation in theMOLARISpackage
of the previous version of programENZYMIX. For choosing this module the user should
type

tasks> enzymix

and then select from the several options in the menu. Essentially there are several
general classes of simulations that can be performed. The simplest one involves regular
MD simulation of the protein without a speci�c function in mind (e.g.trying to obtain a
relaxed structure). This option, which is activated by the keywordRELAXmakes use to the
general force �eld ofENZYMIXwhich is an extension of the classical-classical interaction
potential and the consistent force �eld developer originally by Warshel, Levitt and Lifson
[95, 100]. The second option focused on calculations of chemical reactions in enzymes and
solution using the EVB method. Another option is to obtain the free energy of different
transformations (e.g.charging of ionizable residues) using the FEP approach. Some of the
main options of theENZYMIXmodule will be described in detail below.

3.4.1 Simple MD relaxation of a macromolecule

The simplest tast ofENZYMIXis to run MD simulations of macromolecule without adress-
ing speci�c functional aspect. An example of a relaxation run is given in the directory
ez_relax. The input look like:
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../pdb/bpti.pdb keeph #Keeping Good Hydrogens from the PDB
analyze

allres
resatom 33
resatom 57

end
enzymix

relax
md_parm #how to change the default parameters

nsteps 100
temperature 200.0
stepsize 0.0002
constraint_1 30.
constraint_2 60.
langevin_r 18.
water_r 10.
2r 10.

end
end

end
analyze

makepdb #creating a .pdb file with relaxed structure
residue all
file_nm $OUT_DIR/bpti_relax.pdb

end
end
end

The beginning of the output �le gives information about the system. Among other
informationMOLARISprints the cutoff radii, the number of atoms, bonds, angles,torsions
and improper torsions, as well as the number of residues and electroneutral groups. This is
followed by the sequence of your system. After which the following information is printed:

Solvent generation: water

Solvent radius : 10.00

There are 10 solvent within a distance of 10.0 Angstroms
of the center: 14.6 21.1 4.1
--------------------------------------------------- -----------------
Exclusion of protein groups

Center for water and region II : 14.63 21.11 4.14
Radius for region II (dynamics & electro) : 16.00 18.00

total # of protein atoms : 895
# of atoms in region I : 0
# of atoms in region II : 837
# of atoms in region III (dynamics & electro) : 58 25

total # of electroneutral groups : 217
# of groups in region III (dynamics & electro): 13 5
--------------------------------------------------- -----------------
Langevin dipole generation

the born radius = 18.00
the water radius = 10.00
number of langevin points = 182

The GAP info will be written in:
/tmp/nili/output/gap.out

--------------------------------------------------- -----------------
Nonbonded pairlist generation

Generated pro-pro nonbond pairlist - interactions: 97346
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Generated pro-wat nonbond pairlist - interactions: 6261
Generated wat-wat nonbond pairlist - interactions: 234

Step cpu time = 1.01 sec ( 0.0 min)

--------------------------------------------------- --------------------

Step cpu time = 0.00 sec ( 0.0 min)

Created file (unit= 20):
/tmp/nili/output/rest.scratch

Total charge for the regions I+II (ac or evb included): 0.000

You should always control if these printed parameters, likecutoff radii, the center of
the system, the total charge of the system are what you expected.

Energies for the system at step 0:
--------------------------------------------------- ---------------------
protein - ebond : 256.34 ethet : 436.22

ephi : 1023.98 eitor : 89.87
evdw : 3340.06 emumu : -809.34
ehb_pp : -109.76

water - ebond : 0.75 ethet : 0.00
evdw : -0.41 emumu : 8.43
ehb_ww : 0.00

pro-wat - evdw : -8.48 emumu : 9.37
ehb_pw : 0.00

long - elong : -3.84

ac - evd_pop : 0.00 emumupop : 0.00
evd_pow : 0.00 emumupow : 0.00
ehb_pop : 0.00
ehb_pow : 0.00

evb - ebond : 0.00 ethet : 0.00 ephi : 0.00
evdw : 0.00 emumu : 0.00 eoff : 0.00
egpshift : 0.00

induce - eind : 0.00 eindw : 0.00

const. - ewatc : 61.70 eproc : 0.00 edist : 0.00

langevin- elgvn : 0.00 evdw_lgv : 115.77 eborn : -3.10

system - epot : 4407.56 ekin : 0.00 etot : 4407.56

The meaning of the different terms is de�ned in the glossary in the output �le and is
also given below:

Glossary for energy terms:

protein - ebond: energy of all bonds of the protein
- ethet: energy of all bond angles of the protein
- ephi : energy of all torsional angles ofthe protein
- eitor: energy of all improper torsional angles of protein
- evdw : van der Waals interaction between region2 atoms
- emumu: Coulombic interaction between region2 atoms
- ehb_pp: H-bond interaction between region2 atoms

water - ebond: energy of all bonds of the water molecules
- ethet: energy of all bond angles of the water molecules
- evdw : van der Waals interaction between water atoms
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- emumww: Coulombic interaction between water atoms
long - elong: energy of long range interaction beyond cutoff s in

system+water
poly - evd_pop: van der Waals contribution for region1-regi on1 atoms and

region1-region2 atoms interaction
- emumupop: Coulombic contribution between region1-regio n1 atoms and

region1-region2 atoms interaction
- evd_pow: van der Waals contribution between

region1-water atoms interaction
- emumupow: Coulombic interaction between region1-water a toms
- ehb_pop: H-bond interaction between region1-region1 ato ms and

region1-region2 atoms
- ehb_pow: H-bond interactio betweenregion1-water atoms

quantum - ebond: energy of all bonds of the EVB atoms
- ethet: energy of all angles of the EVB atoms
- ephi : energy of all torsional angles of the EVB atoms
- evdw : van der Waals interaction between

EVB-EVB atoms and EVB-protein atoms
- emumu: Coulombic contribution for the EVB-EVB

and EVB-protein interaction
- eoff: off diagnal interaction for EVB-EVB atoms

induce - eind: induced energy of atoms in the system
- eindw: induced energy for water atoms in the system

const. - ewatc: constrain energy of water atoms
- eproc: constrain energy for protein atoms
- esetc: constrain energy for specified atoms

langevin- ewatc: energy of the langevin dipoles
- evdw_lgv: van der Waals interaction for langevin dipoles

system - epot: total potential energy of the system
- ekin: total kinetic energy of the system
- etot: total energy of the system

In this example the entries underpoly, quantum andinduceare all zero as we did nei-
ther de�ne quantum nor POLY atoms nor use induced dipoles or forces in the calculation.

After this energy breakdown for the entire system comes the breakdown for the POLY
atoms. As we did not de�ne any POLY atoms here most of the numbers are zero and we
do not have to look at this part now.

After this we get information about the temperature. In the beginning of a MD simula-
tion the actual temperature can deviate from the target value. But after about 200 steps it
should be very close to the target temperature and should not�uctuate.

In dynamics: Istep= 31 Temp= 217.15 Target= 200.00
In dynamics: Istep= 32 Temp= 216.09 Target= 200.00
In dynamics: Istep= 33 Temp= 215.06 Target= 200.00
In dynamics: Istep= 34 Temp= 214.08 Target= 200.00
In dynamics: Istep= 35 Temp= 213.13 Target= 200.00
In dynamics: Istep= 36 Temp= 212.23 Target= 200.00
In dynamics: Istep= 37 Temp= 211.36 Target= 200.00
In dynamics: Istep= 38 Temp= 210.54 Target= 200.00
In dynamics: Istep= 39 Temp= 209.76 Target= 200.00
In dynamics: Istep= 40 Temp= 209.03 Target= 200.00

The program also prints the rms values for the geometrical changes during the MD
simulation.

rms of all protein heavy atoms atoms for (x_average-x0) = 0.0 3
rms of all protein heavy atoms atoms for (x_current-x0) = 0.0 5

This value should be small, for MD simulations at room temperature this rms value is
normally around 1.0� 0.5 Å. At the end of the MD simulation an output of the average
energy over all steps is printed and one where the �rst 350 steps are interpreted as a relax-
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ation and are not used in the averaging procedure.Note: In this example for the rms of all
region I atomsnan is printed. This is due to the fact that no region I atoms were de�ned
and not an error.

Note: The amount of output generated during anENZYMIXrun is controlled by the
last �ag in the �le solvent.opt. If you set this �ag to0 you get a short output whereas1
generates the long output.

3.4.2 EVB calculations

In order to demonstrate the EVB method we will consider the speci�c case of the catalytic
reaction of subtilisin. We describe below the steps involved in the calculations.

Preparing the EVB run

Before we start the actual calculation we have to spend some thoughts upon the mechanism
of the enzymatic reaction we wish to analyze and the selection of the EVB atoms. The
enzyme subtilisin catalyzes the cleavage of peptide bonds and the residues directly involved
in this reaction are SER 221, HIS 64, ASP 32 and TYR 276. We willmodel the reaction
by a two step mechanism. The �rst step is a proton transfer (PT) from SER 221 to HIS
64 which is followed by the nucleophilic attack (NA) of the deprotonated SER 221 on the
carbonylic carbon of TYR 276.

As pointed out in section 2.1.7 all those atoms that undergo achange in their bonding
pattern or their charge distribution have to be treated as EVB atoms. With this in mind we
end up with the three resonance forms shown in Figure 3.1.

Our �rst task is to de�ne the EVB atoms in the overall list of the atoms of the simulated
system. Since the study of enzyme catalysis involves comparison of the reaction in enzyme
and in solution we will have to study the reaction in both systems. In the case of the
enzyme we start by running an analysis of the enzyme region 1.The subtilisin demo is
provided in the directoryez_EVB:

pdb/sub.pdb
# check the numbering of the evb atoms
analyze

resatom 32
resatom 64
resatom 221
resatom 276
resatom 277

end

The output of this run allows us to �nd the numbers of the relevant protein atoms and to
assign to them the corresponding EVB atom types (Fig. 3.1). The result of this assigment
is summarized in Table 3.12 and the users are advised to construct a similar table for their
speci�c protein. At this point it is useful to consider the correspondance between Table
3.12 and Fig .3.1.
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Figure 3.1: The three EVB resonance forms for modeling the enzymatic reaction of subtilisin. EVB atoms
are numbered in bold face type (for the reaction in the enzyme- a similar assignment of EVB atoms for the
reaction in solution is required). The ASP 32 shown on the right is not part of the EVB resonance forms,
while N� and NH of the neighboring C-terminal GLY 277 have been included as EVB atoms due to an
increased stability encountered during the simulation.

The �rst resonance form corresponds to the reactants, the second to the product of the
PT step and the third shows the resulting structure after theNA step. The EVB region is
comprised of the OH group of SER 221, the imidazole ring of HIS64, the carbonyl group
of TYR276 and the N� and HN of the C-terminal GLY 277.Note: When de�ning the EVB
atoms you should always include all atoms forming an electroneutral group. Taking only
part of the atoms of an electroneutral group can lead to strange results, when calculating
the overall charge of the complete system.

For the EVB run you need, of course, the proper EVB parameters. Sometime the pa-
rameters may already be included in the default evb.lib. In other cases you will have to
re�ne the proper parameters, see section 3.4.8. At any rate,in the present demo we provide
you with the proper evb.lib. Also note that for the protein run we have to de�ne the ion-
ization state of certain amino acid residues. Remember thatthe electrostatics arecrucial in
determining the reaction pro�le and if they are treated sloppily then the program willfail
to yield any valuable information. For subtilisin it is known that ASP 32 is in its ionized
form, whichmust be re�ected in the simulation. For other systems you have to make a
case by case decision, but sometimes there are experimentalresults which give you a hint
about the ionization state.

After verifying that we assigned correctly the EVB atoms we can input the information
for the EVB run. First, we start with a short relaxation run toensure that the simulation
starts from equilibrated con�guration:

# A long relaxation run using EVB force field
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pdb/sub.pdb
enzymix

pre_enz
ionres 32 # ionize the ASP32 residue

end

# define atoms of the EVB region and
# bonding pattern of the three
# resonance forms

evb
evb_state 3 1.0 0.0 0.0 1
evb_atm 889 0.0350 C+ 0.1640 C+ 0.1640 C+
evb_atm 890 0.0150 N+ -0.1610 N+ -0.1610 N+
evb_atm 891 0.1870 H0 0.1870 H0 0.1870 H0
evb_atm 892 0.1100 C+ 0.5450 C+ 0.5450 C+
evb_atm 893 0.0750 H0 0.0750 H0 0.0750 H0
evb_atm 894 -0.5200 N+ -0.1610 N+ -0.1610 N+
evb_atm 895 0.0280 C+ 0.0960 C+ 0.0960 C+
evb_atm 896 0.0700 H0 0.0680 H0 0.0680 H0
evb_atm 3026 -0.4270 O0 -1.0000 O- -0.2000 O0
evb_atm 3027 0.4270 H0 0.1870 H0 0.1870 H0
evb_atm 3854 0.3920 C+ 0.3920 C+ 0.2000 C0
evb_atm 3855 -0.3920 O0 -0.3920 O0 -1.0000 O-
evb_atm 3837 -0.0970 C0 -0.0970 C0 -0.0970 C0
evb_atm 3838 0.0970 H0 0.0970 H0 0.0970 H0
evb_atm 3856 -0.4000 N+ -0.4000 N+ -0.4000 N+
evb_atm 3857 0.4000 H0 0.4000 H0 0.4000 H0
evb_bnd 0 889 895
evb_bnd 0 889 890
evb_bnd 0 890 891
evb_bnd 0 890 892
evb_bnd 0 892 893
evb_bnd 0 892 894
evb_bnd 0 894 895
evb_bnd 0 895 896
evb_bnd 1 3026 3027
evb_bnd 2 894 3027
evb_bnd 3 894 3027
evb_bnd 3 3026 3854
evb_bnd 0 3854 3855
evb_bnd 0 3838 3837
evb_bnd 0 3837 3854
evb_bnd 0 3854 3856
evb_bnd 0 3856 3857
gas_dg 1 0.0
gas_dg 2 115.0
gas_dg 3 50.0
evb_parm

ifglag_r4 0
end
rest_out evb_sub-rx.res # store the relaxed structure

# into a restart file
md_parm

temperature 300
ss 0.0001 # using a small time-step
nsteps 30000
region2a_r 16
water_r 16
langevin_r 18
constraint_pair 894 3026 3.0 3.0
constraint_pair 3026 3854 3.0 3.0
constraint_post 3026 3.0 3.0 3.0 21.4 27.0 20.6

end
end

end

After the relaxation we are ready to prepare the input �le forthe actual simulation of
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Table 3.12: EVB atom Numbers, Types and Charges for the Catalytic Reaction of Subtilisin in Protein and
Water

Resonance Form I Resonance Form II Resonance Form III
Water # Protein # Atom type Charge Atom type Charge Atom type Charge

8 889 C+ +0.035 C+ +0.164 C+ +0.164
9 890 N+ +0.015 N+ -0.161 N+ -0.161

10 891 H0 +0.187 H0 +0.187 H0 +0.187
11 892 C+ +0.110 C+ +0.545 C+ +0.545
12 893 H0 +0.075 H0 +0.075 H0 +0.075
13 894 N+ -0.520 N+ -0.161 N+ -0.161
14 895 C+ +0.028 C+ +0.096 C+ +0.096
15 896 H0 +0.070 H0 +0.068 H0 +0.068
25 3026 O0 -0.427 O- -1.000 O0 -0.200
26 3027 H0 +0.427 H0 +0.187 H0 +0.187
31 3837 C0 -0.097 C0 -0.097 C0 -0.097
32 3838 H0 0.097 H0 0.097 H0 0.097
48 3854 C+ +0.392 C+ +0.392 C0 +0.200
49 3855 O0 -0.392 O0 -0.392 O- -1.000
50 3856 N+ -0.400 N+ -0.400 N+ -0.400
51 3857 H0 0.400 H0 0.400 H0 0.400

the PT step in the protein. The input �le is very similar to theinput �le of the relaxation
run with a few changes: (i) we need to read in previously stored relaxed structure, (ii) give
number of mapping steps in the free energy perturbation (FEP) procedure (here we chose
11 steps goin from step 1 to step 2), and (iii) set the temperature to room temperature and
increase the time step.

evb> rest_in $OUT_DIR/evb_sub-rx.res
evb> map_pf 11 1 2
md_parm> nsteps 20000
md_parm> ss 0.001

As is clear from section 2.1.8 we should also de�ne the off-diagonal matrix elements.
Different options are available for the analytical form ofH ij . Here we are not using it.

If you do not know what value to take, you can set theH ij to zero, which is perfectly
legal as long as you only discuss the differences in the free energies and no absolute values.
As a rough guess you can also useH ij of similar examples from literature. Rigorously, the
value of the parameters forH ij should be re�ned either by �tting the gas phase potential
surface to ab initio quantum mechanical calculations or by �tting the barrier of the reaction
in solution to its observed values.

Complete input �lesevb_subwat_12.inp andevb_sub_12.inp for simulation
of the PT step of the subtilisin reaction both in water and enzyme, respectively, can be
found inez_EVBdirectory.

3.4.3 Simulating the PT reaction of Subtilisin
After �nishing the preparation step we submit the simulation runs for the reactions in
the enzyme and in water. This can be done by running the command run_demo in the
subtilisin demo directoryez_EVB. When the runs are �nished we can examine the output
�les. A typical output includes a list of the EVB parameters.For example the nonbonded
parameters:

Nonbonded Parameters for evb-evb
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The most important results are those given in the breakdown of the EVB energies:

EVB Electrostatic Energies Breakdown

State Total Coulombic/pro Coulombic/wat Indu/evb Indu/pr o Indu/wat Intra
------- ------- ------------- ------------- -------- --- ----- -------- -------
1(1.00) -84.89 -48.67 0.77 0.00 0.00 0.00 -36.99
2(0.00) -208.21 -74.13 1.97 0.00 0.00 0.00 -136.05
3(0.00) -226.57 -98.06 1.76 0.00 0.00 0.00 -130.27

EVB Total Energies -- Hamiltonian Breakdown

State Total Egas Bond Angle Torsion Eqmu Eind Vdw Bulk
------- ------ ------ ----- ------- ------- ------ ------ - ------ ------

1(1.00) -24.1 0.0 40.0 20.4 23.7 -84.9 0.0 34.4 -57.8
2(0.00) 192.6 115.0 117.1 54.4 55.5 -208.2 0.0 117.9 -59.1
3(0.00) 195.5 50.0 167.8 91.5 75.8 -226.6 0.0 94.4 -57.4

VDW Energy Breakdown
State Total Enviroment ( protein, water ) Intra

------- ------- ---------- ------- ------- -------
1 34.4 16.3 ( 19.1 -2.8 ) 18.1
2 117.9 20.6 ( 23.4 -2.8 ) 97.3
3 94.4 20.8 ( 23.6 -2.8 ) 73.6

BULK Energy Breakdown
State Total langevin born

------- ------- ---------- --------
1 -57.8 0.0 -57.8
2 -59.1 0.0 -59.1
3 -57.4 0.0 -57.4

EVB energy matrix

1 2 3
1 -24.13
2 0.00 192.59
3 0.00 0.00 195.53

Hamiltonian Eigenvectors and Eigenvalues

1 2 3

-24.13 192.59 195.53

1 0.00 1.00 0.00
2 1.00 0.00 0.00
3 0.00 0.00 1.00

3.4.4 Interpreting the Results of an Enzymix Run

EachENZYMIXrun generates a set of so called energy gap �les, one for each� value. At
every tenth step during the MD simulation all relevant information about the energy of
your system is written to these �les. In the following mapping procedure this information
is read from these �les and processed by the mapping program.The mapping command
�le evb_subwat-map.inp for our example of the water reaction of the proton transfer
step in subtilisin is given in the demo directoryez_EVB. The input looks like:
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mapping
type evb # The type of the calculation (EVB in our case).

# The energies are taken from gap files
# map_evb.gapX

fileroot out/evb_subwat/map_evb.gap 11
# Generate file with X,Y data for plotting
# the results.

filegroot out/evb_subwat-map

temperature 300.

tolerance 3 # Minimal number of points for a mapping bin to
# be considered.

points_throw 10 # Throw away first n points of each frame

# A gap dependent Hij matrix element
hij 1 2 45.5 2.5

gas_dg 2 130.0 . # Gas phase shift

map_pf 11 1 2 # Do mapping from state 1 to state 2
end

In order to understand the mapping procedure run the demo programrun_demo . You
can �nd this in the directory ez_EVB. The screen output will look as follows. At the
beginning you get information about� G vs. the mapping parameter� .

delta G (lambda -> lambda')

(lambda->lambda'): .00->.10 .10->.20 .20->.30 .30->.40 . 40->.50 .50->.60

Num. of points: 391 391 391 391 391 391
Forw Free Energy: 28.37 11.84 9.06 4.43 0.44 -1.81
Reve Free Energy: -24.76 -12.22 -9.83 -5.07 -0.16 1.80
Average free energy
of forw & backw: 26.57 12.03 9.45 4.75 0.30 -1.80

(lambda->lambda'): .60->0.70 .70->0.80 .80->0.90 .90->1 .00

Num. of points: 391 391 391 391
Forw Free Energy: -3.52 -5.47 -6.69 -8.93
Reve Free Energy: 3.71 5.65 7.36 12.34
Average free energy
of forw & backw: -3.62 -5.56 -7.03 -10.64

Average mapping : 24.45
Variant for forward
and backward mapping : 6.56

Notice here, using the hij effects the calculated Eg (24.45) , which
deviates from the right value 11.5 from Plot of Eg vs. Egap. Se e the
figure of 'Free Energy Profile for Proton Transfer Step in Wa ter'
on next page

An important number is the variant for the forward and backward mapping. The smaller
the number the more stable is the simulation. Numbers higherthan 10 show instabilies
in the calculation and you should check your initial conditions and the behavior of the
structure during the simulation. Usually the simulations in the protein give a lower variant
than those in water.

This information is followed by an energy breakdown and a graphic representation
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of the � G vs. � curve. Normally the contributions from bond, angle and torsion terms
are small and the dominating contribution is the electrostatic energy, as is the case in this
example. The output also provides the result from the linearresponse approximation,
but for EVB calculations the LRA result should be ignored. Atthe end you �nd the
most important output. The ground state free energy versus the energy gap and the free
energy surfaces for the two EVB resonance forms. From the ground state free energy
surface we get an activation free energy of 14.3 kcal/mol anda reaction free energy of
11.5 kcal/mol. The raw data used for these two plots can also be found in the output �le
demo_output/evb_subwat_12/evb_subwat-map.log .

Plot of delta G vs. lambda

53.09 | *
50.97 | * *
48.85 |
46.72 | * *
44.60 |
42.47 |
40.35 | *
38.23 | *
36.10 |
33.98 | *
31.86 |
29.73 |
27.61 |
25.48 | *
23.36 | *
21.24 |
19.11 |
16.99 |
14.87 |
12.74 |
10.62 |

8.49 |
6.37 |
4.25 |
2.12 |
0.00 | *

|-------------------------------------------------- -----------
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Examine how the plot of the energy pro�le, Eg vs. Egap ("2 � "1), changes upon chang-
ing � � . You will �nd that the free energy of the reaction� Gij (the difference between the
last and �rst point of the pro�le) depends almost linearly on� � . This suggests a simple
way of determining� � . That is,� � is a constant which will have the same effect if it
is used inENZYMIXthrough Eq. (2.26) or in the mapping program. Thus, we may take
the raw data of anENZYMIXrun for the given reference reaction in water and plot them
with a �rst guess of� � . Next we change� � until the calculated � Gij reproduces the
correspondingobserved� Gij . This � � will then be kept unchanged in the study of the
same reaction in the enzyme active site.

There is actually a more stringent way to determine the valueof this parameter, which
should be used to check your result for� � see refs [1, 107]). The gas phase shift is given
by the following thermodynamic cycle.
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Figure 3.2: Thermodynamic cycle to determine the gas phase shift � �
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Here ROO and POO denote the reactant and product state with the relevant fragments at
in�nite distance. Thus,

� � = � Gsol(R) + � Gaq
rxn � � Gsol(P) (3.1)

� � = �� Gsol + � Gaq
rxn

with � Grxn being the experimental value of the reaction free energy. The solvation free
energies� Gsol(R) and� Gsol(P) are either experimentally known or you can calculate them
with POLARIS or ENZYMIX. In this way you can check your� � against the theoretical
value. This is something you should always do before starting longENZYMIXcalculations.
If you �nd a huge difference between these two numbers you should carefully check your
simulation setup. You might, however, observe small differences between the theoretical
and actually used� � . This can have two reasons:
(i) Because your reactants and/or product fragments are notat in�nite distance, they are
still interacting and you add an extra energy term.
(ii) Because your off-diagonal element Hij is not zero at the reactant and product state. You
can estimate this effect using the expansion:

Eg = min ("1 � "2) �
H 2

12

j"1 � "2j
+

H 4
12

j"1 � "2j

3

� � � (3.2)

Note: This expansion can only be applied ifH 2
12=j"1 � "2j < 1.

Calculate the value ofEg by inserting the average simulation value ofH ij and"1 � "2 at
the product state and do the same for the reactants. The difference between the reactant and
product energy gives you the correction for your� � .

The results of the EVB calculations depend on the off-diagonal element of Equation
(2.28). Sometimes your initial estimate ofH ij might be inadequate and you may use the
mapping procedure to obtain a better estimate. That is, you may run �rst the mapping
program with the initial estimate ofH ij . Now compare the barrier of the calculated pro�le
of the reference reaction in water to the corresponding observed barrier. If the barrier is
too high use the factor in line 18 and increaseH ij until you reproduce theobservedbarrier
for the reference reaction. ThisH ij will be used without change in studying the given
enzymatic reaction. The next chapter demonstrates how to re�ne the EVB parameters.

To simulate the catalytic effect of subtilisin in the protontransfer step you also have
to calculate the reaction in the protein. The �nal mapping result for the protein reaction is
shown in �gure 3.3.

The activation free energy for the PT in the protein is around15.08 kcal/mol and the
reaction free energy around 13.8 kcal/mol. Comparing thesenumbers with those from the
water reaction (� gz=14.3 kcal/mol and� G=11.5 kcal/mol) we get no catalytic effect from
the enzyme. But this result is actually not so bad, as the major contribution to catalysis
should come from the second step, the SN2 reaction.
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Figure 3.3: The �nal mapping obtained for the raction in the protein.

3.4.5 Simulating the SN2 reaction of Subtilisin

In the SN2 reaction of subtilisin the negatively charged oxygen attacks the carbonylic car-
bon of TYR 276 and forms a tetrahedral intermediate. The computational procedure is
analogous to the treatment of PT step. We start by relaxationat low temperature, then run
actual simulation of the reaction at room temperature and then run mapping to obtain free
energy pro�le. All input �les needed to run SN2 reaction can be found inez_EVBdemo
directory. Calculated free energy pro�les are shown in �gures 3.4 and 3.5. By comparison
of activation barriers of the PT and the SN2 reactions in water solution and in the protein
we conclude that overall catalytic effect of subtilisin is about 8 kcal/mol.
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Figure 3.4: Free energy pro�le for the reaction in solution.
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Figure 3.5: Free energy pro�le for the reaction in the enzyme.
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3.4.6 Ground state EVB calculations

When running ground state calculations the bond orders are evaluated at each point during
the simulation, by diagonalizing the Hamiltonian in Eq. 2.28. Thus we have a way of
running direct dynamics on the actual ground state potential energy surface of the system
instaed of on the mapping potential, as we do in regular EVB/FEP/US calculations. In most
of the cases of interest, barriers for reaction are too high to be surmounted by regular MD
calculations on the ground state potential energy surface.This is the reason why it is more
common to use EVB/FEP/US for perfoming reactivity studies in enzymes and in solution.
However, in some cases it can be of interest to run trajectories on the actual ground state
surface in order to evaluate several properties, such transmission factors in transition state
theory or the study of the �uctuations of the environment in areactive system.

The way of running ground state calculations is similar to the regular EVB/FEP/US in
the way the EVB region is determined.

3.4.7 Adiabatic charging (AC) and other FEP calculations
The FEP calculations of section 2.1.2 are convinient to be implemented inENZYMIX. In
particul ar the program emphasizes calculations of electrostaticfree energy that are refered
to as adiabatic charging (AC) calculations [7]. Simple example of such calculations can be
obtained by charging a Cl ion. This is done in the demo directory ez_AC. The program
consider auto matically the charging of the atoms in region Iand change their charges from
the initial to �nal charge states. The input looks like:

../pdb/cl.pdb
enzymix # enter the package enzymix

ac # perfom an adiabatic charging calculation, in order
# to evaluate solvation free energy of Cl.

rest_in cl.res # read a restart file which contains a
# relaxed system of Cl- in water

reg1_atm 1 to 1 # choose Cl as region I atom, whose AC
# is going to be calculated.

ab_crg 1 -1.0 0.0 # assign the cherges of the atom 1 to change fr om
# -1 to zero (in states A and B respectivly.

map_lambda 1.0 # The AC mapping parameter, states that we sta rt
# from 100

map_pf 11 1 2 # the number of frames to map the free energy for
# the process of changing the system from state
# 1 to state 2

md_parm # specifying a few parameters for the MD (the
# rest will be the default ones.

temperature 300 # temperature is 300K
nsteps 100 # number of steps 100
stepsize 0.001 # step size is 0.001 ps

end
end

end

The output looks like:

put output from AW choice after running

After this we need to run the mapping program.
The program can be used in more chalenging calculations suchas the free energy of

charges in prote ins. Excellent examples are microscopic calculations ofpK as in proteins
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[7], which use the thermodynamic cycle described in section2.2.5 and the AC process
depicted in Fig. 2.1. A typical example is given in the demo directoryez_AC.

3.4.8 Re�nement of the EVB parameters

Re�ning EVB parameters in the gas phase usingMOLARIS:

First you need to have the gas phase experiments or gas phase ab initio scans at �xed
distances to obtain the desired Hij . As an example we consider here the reaction of the
proton transfer from H3O+ to H2O. For this reaction type we need to calculate the gas
phase ab initio scans between two oxygens, which are held at �xed distances (e.g. 2.8, 3.0,
3.2 Å and so on). A sample input �le is provided below:

h3o_h2o.pdb #PDB file with H3O+ to H2O (note: the angles betw een O-H-O
#equals 180 degree so that the proton slowly moves
#on a straight one dimensional line

enzymix #enter the enzymix level

evb #enter the evb level

evb_state 2 1.0 0.0 #describing the evb states

evb_atm 1 -0.65 O+ -0.80 O0 #describing the avb atom types
evb_atm 2 0.55 H+ 0.40 H0
evb_atm 3 0.55 H+ 0.40 H0
evb_atm 4 0.55 H+ 0.55 H+
evb_atm 5 -0.80 O0 -0.65 O+
evb_atm 6 0.40 H0 0.55 H+
evb_atm 7 0.40 H0 0.55 H+

evb_bnd 0 1 2 #describing the evb bonds
evb_bnd 0 1 3
evb_bnd 1 1 4
evb_bnd 0 5 6
evb_bnd 0 5 7
evb_bnd 2 5 4

bond_rigid_map 1 4 5 1 2 0.0 0.0 0.0 #bond rigid map (see below)

md_parm #by default these calculations run in the gas phase
nsteps 0

end #exit md_parm level

end #exit evb level
end #exit enzymix level
end #exit MOLARIS

The bond_rigid_map keyword used above can be utilized in various ways:

� BOND_RIGID_MAP (inside the level enzymix/.../evb)

USAGE: bond_rigid_map 2 5 7 1 2 0.0 10.0 2.0 OR
bond_rigid_map 2 5 7 1 2 0.0 10.0 2.0 xyz.pdb 15 OR
bond_rigid_map 2 5 7 1 2 0.0 10.0 30.0 2.0
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specifying the 3 atoms, 2 evb states, gas phase energy shiftsand Hij for rigid bond
energy mapping for reactions like: N- - -H- - -O, were H is rigidly moved from bond N- -
-H to H- - -O while the positions of all other EVB atoms, exceptH, are �xed (e.g., for the
bond formed by evb atoms 2 and 5 in evb state 1 to the bond formedby evb atoms 5 and 7 in
evb state 2; the gas phase shift for state 1 is 0.0, for state 2 is 10.0 and the coupling constant
Hij between state 1 and 2 is 2.0). The R(NH) vs. E_state1, E_state2 and Eground_state are
written to the �le: evb_rigid_map.dat. In the second example the user speci�es a PDB �le
root name and how many �le there are, the positions of all evb atoms at each mapping point
are read from each PDB �le. The �le name should be the root �le name appended with a
2-digit number (e.g., the PDB �les are xyz.pdb02, ..., xyz.pdb015) in the 2nd example, it
may not be RIGID mapping, since the positions of all evb atomsmay have changed at each
mapping point in the PDB �les. In the third example, the last 2parameters are A and mu
for Hij by the formula:

H ij = A � exp(� mu � r )

where A = 30.0 and mu = 2.0.

The output folder contains the evb_rigid_map.dat �le with data and the EVB parameters
used in the current EVB run. You may plot the above data to get amapping-curve (Eg(r)).
For example:

R(O+...H+) Eevb1;total Eevb2;total Eevb;ground

0.60 529.52 847.88 529.52
0.62 495.21 821.28 495.21
0.64 464.34 796.31 464.34
0.66 436.63 772.88 436.63
0.68 411.81 750.89 411.81
0.70 389.63 730.26 389.63
0.72 369.86 710.92 369.86
0.74 352.29 692.81 352.29
0.76 336.74 675.85 336.74
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The EVB parameters are from your evb.lib, but you may change the gas phase energy
shifts, Hij and charges and rerun to produce a desired mapping-curve �t.An example of
E1, E2 and Eground are shown in �gure 3.6. Here, for bond_rigid_map, we use:

Distance for O+ ... O+ (�xed.pdb) 3.0

The evb atom types in evb state1 O+—H+- - -O0
The evb atom types in evb state2 O0- - -H+—O+
The equilibrium bond length 1.10 1.10
Morse bond parameter D 97.21 97.21

VDW A, Beta dor atom1 evb state1 35.00 2.50
VDW A, Beta for atom2 evb state1 50.00 2.50
VDW A, Beta for atom3 evb state1 53.00 2.50

VDW A, Beta for atom1 evb state2 53.00 2.50
VDW A, Beta for atom2 evb state2 50.00 2.50
VDW A, Beta for atom3 evb state2 35.00 2.50

Gas phase energy shifts for states 0.00 0.00
Coupling constant Hij 0.00

Charges for 3 atoms in evb state1 -0.65 0.55 -0.80
Charges for 3 atoms in evb state2 -0.80 0.55 -0.65

Total net charge of all evb state1 1.00
Total net charge of all evb state2 1.00

Re�ning EVB parameters in the gas phase using Mathematica

The description of this program can be found below (script written for Math-
ematica) and online at the webpage http://futura.usc.edu/programs/ (�le: Re�n-
ing_EVB_parameters.nb).
The Mathematica program is written for the proton transfer reaction O'-H + O"! O' +
H-O". The variables r1 and r2 in the program de�ne the distances between the O'-H in
the bonded state and the O' to O" distance respectively. The Morse potential function is
de�ned by

Morse(r_) = 60:0 � (1:0 � exp(� 1:75� (r � 1:1)))2

The charges for the reaction and all EVB parameters should betaken from the EVB library.
Here we use arti�cial charges just for demonstration purposes, i.e 0.40 and -0.80 for hy-
drogen (qH) and oxygen charges (qO) respectively. The gas phase shifts Egas1 and Egas2
should be �tted to the experimental data. For this symmetricreaction Egas1 and Egas2
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Figure 3.6: Sample plot of the one dimensional ground state energy Eg and diabatic states E1 and E2 as a
function of the O+ – H+ distance with �xed O+ – O0 distance at 3.0 Å. For this symmetrical reaction the gas
phase shift equals zero. Further modi�cation of the EVB parameters will bring the diabatic energies to the
same level.

equal zero. The diabatic energies E1 and E2 are

E1(r1_; r2_) = Morse(r1) + 0:1 � exp(� 3:0 � (r 2 � 2:6))

+ 150:0 � exp(� 1:5 � (r 2 � r 1))

+ 332 � qH � qO=r1 + 332 � qO� qO=r2 + Egas1

E2(r1_; r2_) = Morse(r2 � r 1) + 0:1 � exp(� 3:0 � (r 2 � 2:6))

+ 150:0 � exp(� 1:5 � r 1)

+ 332 � qH � qO=(r2 � r 1) + 332 � qO� qO=r2 + Egas2

where the �rst term is the Morse potential function, the second term is the repulsion
energy between two oxygens; the third term is the repulsion energy between the oxygen and
the hydrogen atoms when they are not bonded; the fourth and �fth term are the electrostatic
interactions between atoms; the last term is the gas phase shift.

The gap-dependent Hij with parameters (which should be changed for speci�c runs)
are:

c1 = 50; c2=50; b=0.1; a =12

H (egap_) = a � (1:0=(1:0 + exp(� b� (egap� c1)))

+ 1:0=(1:0 + exp(� b� (egap� c1))) � 1)

Hgap2(r1_; r2_) = H (E2(r1; r2) � E1(r1; r2))2 (3.3)

The ground state energy:

Eg(r1_; r2_) =0 :5 � (E1(r1; r2) + E2(r1; r2)

�
p

(E1(r1; r2) � E2(r1; r2))2 + 4:0 � 100:0)
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The plot of the one dimensional ground state energy Eg and diabatic states E1 and E2
as a function of the O-H distance (r1) with �xed O-O distance (r2) at 3.0 Å is shown in
�gure 3.7. The two dimensional plot of the ground state energy Eg as a function of the

Figure 3.7: Plot[E1(r1,3.0),E2(r1,3.0),Eg(r1,3.0)], [r1, 0.0, 3.0], Plot range! [-50:50].

distances r1 and r2 is shown in �gure 3.8; For a symmetric representation we rede�ne the

Figure 3.8: Contourplot[Eg(r1,r2),(r2,3.0,6.0),(r1,0.8,4.0), Contour labels! True, Contours! 20, Axisstyle
! Directive (blue,16)]

r1 and r2 distances: r1 is the distance between the O'-H and r2is the distance between
H-O". Here we rede�ne the diabatic energies E11 and E22, the off-diagonal element Hij
and the ground state energy Eg:

E11(r1_; r2_) = E1(r1; r1 + r2); E22(r1_; r2_) = E2(r1; r1 + r2)

Hgap2(r1_; r2_) = H (E22(r1; r2) � E11(r1; r2))2

Eg(r1_; r2_) =0 :5 � (E11(r1; r2) + E22(r1; r2)

�
p

(E11(r1; r2) � E22(r1; r2))2 + 4:0 � Hgap2(r1; r2))
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The two dimensional plot of the ground state energy Eg as a function of the new r1 and r2
distances is shown in �gure 3.9:

Figure 3.9: Contourplot[Eg(r1,r2),(r2,0.8,4.0),(r1,0.8,4.0), Contour labels! True, Contours! 20, Axisstyle
! Directive (blue,16)]
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3.4.9 QM/MM calculations

Molaris 9.11 QM/MM 2.1.10 utilities have been redesigned and upgraded for free energy
calculations and related tasks in the condensed phase. Since QM/MM calculations, es-
pecially those involving the ab initio QM, are computationally expensive all development
is made to facilitate one of methods for improving the sampling ef�ciency. Molaris9.11
main develpment has been focused on utilizing the idea of thereference potential, which
is also called the Paradynamics approach. In this view all QM/MM calculations are run
on AC/MM (AC level) or EVB/MM (EVB level) by substituting theQM part by the de-
sired QM potential. On both AC or EVB(and related) level you are required to specify
the region_1 atoms or EVB atoms. Those will be your QM region.In this division make
sure not to divide the electroneutral groups, include them either to QM or MM region.
mopacRS.pdb keepallh
ez
adiab_tem
evb_state 2 1.0 0.0
rest_out relax_pm3.res
read_evb evb_ref_updated.dat
evb_parm
itflag_r4 0
d
#debug_qm #to see more of QM print out
md_parm
nbupdate 2

log_write_fq 5000
#QM/MM can also be run in vacuum or for COSMO (requires to modi fy qm_script_qchem4.py)
# gp 1
constraint_ang 1 2 6 15.0 180.

nsteps 20000
#it's always good to check numerical and analytical derivat ives for consistency
# check_all_f

temp 273
ss 0.0003

# no_bulk #E_bulk doesn't have contributions to dE/dX
qmmm #activates QM/MM

#to sample on the QM/MM potential QM program must be called ea ch step
#you can call each n-th step ONLY at evb(adiab_tem) levels wi th evb_trajec on

qmmm_interval 1 #+#
script /tmp/FEP_PDMTD/1/qm.csh #script name
qmmm_in /tmp/FEP_PDMTD/1/QProg2/mol.in #input for qm_sc ript_qchem4.py
qmmm_out /tmp/FEP_PDMTD/1/QProg2/d.o #output read by MOL ARIS

#This keyword is for MOLARIS/QChem3.2(4) interface It uses electric field on MM atoms
#See QChem manual for their flexible QM/MM interface made fo r CHARMM
#it's compatible with MOLARIS9.11 (Advanced, Optional)
# use_qm_efield
#This keyword is required

qmmm_noaver
#Use this keyword for the link atom charge redistribution, n ote that it makes num and
#analyt derivatives on the host atoms slightly off

red_lk_crg
#You can run evb(adiab_tem) trajectory and calculate energ y for each configuration
#with the frequency specified by qmmm_interval
# evb_trajec
#This keyword is for semiempirical QCFFPI and MOPAC2009 int erfaces
# cl_elec

end

Currently QM/MM operates with the following external programs as of JAN'12: Gaus-
sian03, QChem 3.2(4.0), QCFFPI, MOLARIS, MOPAC2009. The interface is quite �exi-
ble. MOLARIS creates mol.in �le which has the following format:
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#EXPL 1st MD STEP; the last number is a flag for force(1) or SPE (0))
#EXPL all between are dummy arguments not used now

0 0.0 0.0 0.0 0.0 0.0 0.0 1
7 2 # of qmmm atoms, # of link atoms in Region I

#EXPL symbol, x, y, z, ESP from MM atoms, PDB ID
C 30.348068067 101.592533188 28.954607430 0.038330847 19 83
O 29.601887973 101.091125907 29.836047897 -0.632205603 1 984
O 30.314963170 102.802572287 28.539825074 -0.441892327 1 985
CL 26.745785125 104.754980493 31.150190291 -0.251499589 1
C 28.193698490 105.018338574 30.195146924 -0.237673072 2
H 28.096967626 105.939476599 29.780534339 0.024951212 5
H 28.291690716 104.206281765 29.594820142 0.499988532 6
#EXPL LINK ATOMS; last 2 numbers MM and QM hosts PDB IDs
H 29.022225904 105.051691172 30.754101242 0.000000000 3 2
H 30.945017493 100.869957351 28.605987948 0.000000000 19 80 1983

0 0 # of total frozen protein atoms, # of groups in Region I`
0 # of frozen water atoms in Region I`

3300 # of non-frozen protein atoms in Region II
C 29.451566658 105.068974401 31.043749918 0.000000000 3 0 .000
CL 30.640266492 105.479122441 29.917909627 0.000000000 4
H 29.641585569 104.145970341 31.378741411 0.000000000 7
H 29.361895490 105.823822127 31.693667691 0.000000000 8
...
H 43.334997270 89.197384682 22.564921130 0.097000000 472 9

1167 # of non-frozen water atoms in the system
O 28.799816342 103.628675394 7.926706421 -0.820000000
H 29.000903054 104.329375935 8.607077593 0.410000000
H 28.424364312 102.822045335 8.379930884 0.410000000
...
H 27.619103607 108.591851105 51.533828996 0.410000000

200 # of vdw types, vdw parameter A,B
0.000000000 0.000000000

calls the script speci�ed by the script keyword
Another practical thing about QM/MM is to have consistent VdW parameters for the

solute solvent interactions. These interactions are handled by MOLARIS. When the atom
type is changing the default EVB parameters can be differentfor let's say the leaving (XD)
and attacking (CL) chlorides in the SN2 reaction between MeCl and Cl-. In this sense EVB
is more advanced in describing the changing VdW parameters of solute interaction with
solvent. QM/MM doesn't have the diabatic states, thereforeyou need to manually set the
VdW solute-solvent parameters equal for XD and CL in this case:

atm_type vdw_A vdw_B <- for evb-solvent (DEFAULT)
L- 1800.0 2.5
L0 774.0 24.0

CHANGE to:
29 CL 2000.0 2.5
30 XD 2000.0 2.5

1 H0 7.0 0.0
5 C0 632.0 24.0

take from your $PARM_LIB since these parameters were optimi zed for solvation
CL 02000.000 002.501 035.450
C4 00632.000 024.000 012.000
H1 00007.000 000.000 002.000

The QM/MM approach of section divides the molecular system into two regions. Re-
gion I (usually the active site of enzyme where particular reaction takes place) is treated by
high level ab initio QM method, region II (the whole system minus region I) is treated by
classical MD approach. In Molaris this type of calculation is implemented by calling an
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external QM program (e.g. Gaussian) that provides quantum mechanical energies, charges
and forces. The charges and forces are then used to update classical force �eld. Let us have
a look at some practical aspects of QMMM run.

Request for QMMM calculation is speci�ed in the input �le by "qmmm" keyword in
md_parm level. Currently, this feature is supported only for AC type calculations. The
snippet of input �le below shows the most important QMMM related keywords.

md_parm
qmmm

qmmm_in filename
qmmm_out filename
script filename
cl_elec

end
end

Before calling the external QM program, Molaris writes out a�le with data describing
actual con�guration of the system at given step. The name of this �le is given by the
parameter of "qmmm_in" keyword. A c-shell script parses theqmmm_in �le and then
runs an external QM software (e.g. Gaussian). The parameterof the keyword "script"
is used as the name of the c-shell script called by Molaris. This script has to be written
by user since it needs to be tailored for each speci�c QM software that the user is using.
After external QM calculation is �nished Molaris reads results from the �le speci�ed by
"qmmm_out" keyword and performs another MD step with updated force �eld. It is again
user's responsibility that the script parses the output of external QM program and creates
the qmmm_out �le.

The qmmm_in and qmmm_out �les have to conform to a strict format. The qmmm_in
�le that is created by Molaris before calling external QM program contains following in-
formation:

step_number total_energy something?
n_atoms_of_region_I
atom_name x y z charge something?
....
....
....
....
n_atoms_of_region_II
x y z charge
....
....
....
....
n_atoms_of_water_region
x y z charge
....
....
....
....

The environment of the region I is represented by point charges in external quantum
mechanical calculation. This is why region II and water region sections contains only
coordinates and charges and not atom names. The energies arespeci�ed in kcal/mol, coor-
dinates in A.
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The qmmm_out �le created by the c-shell script has followingformat:

qm_energy_of_region_I
force_x force_y force_z
....
....
....
....
....
qm_charge
....
....
....
....
....

The energy of region I is total energy [kcal/mol] that includes also interaction with
environment. Forces are speci�ed in kcal/mol/A. Each line in force and charges sections
corresponds to the atom of region I in the same order like in qmmm_in �le.

3.4.10 All-atom LRA results

In addition to the above treatment you can obtain automatic all-atom LRA results as a by-
product of running PDLD/S-LRA calculations. The corresponding results are found in the
md_lra.out �le (see the section 3.5).

3.4.11 Restraint Release Approach calculations (RRA)

In section 2.1.11, we explain howENZYMIXcan be used to evaluate the free energy of re-
leasing a restraint, and how this property may be used to calculate the entropic contribution
in biomolecular systems. To demonstrate these features on apractical example, we look at
the reaction calaysed by alcohol dehydrogenase which is shown in �gure 3.10

1RJW-relax.pdb
enzymix
pre_enz
setcrg 86 1.0
end

evb
evb_state 2 1.0 0.0 1

rest_in ./restfq_000.60000

evb_atm 6 0.28 N+ 0.27 N+
evb_atm 12 0.06 C+ -0.19 C+
evb_atm 19 -0.12 C+ -0.25 C+
evb_atm 27 0.03 C+ 0.31 C0
evb_atm 33 -0.14 C+ -0.34 C+
evb_atm 37 0.01 C+ -0.26 C+
evb_atm 39 0.68 C+ 0.76 C+
evb_atm 41 -0.88 N+ -0.97 N+
evb_atm 42 -0.48 O0 -0.7 O0
evb_atm 58 0.17 H0 -0.02 H0
evb_atm 62 0.45 H0 0.4 H0
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Figure 3.10: A schematic of the reaction catalyzed by alcohol dehydrogenase (ADH), which illustrates the
fact that in this reaction (left to right), entropy changes could re�ect restrictions on the �uctuations of the
protein dipoles in the highly polar reactant state, relative to the partially polar TS, which would lead to a
positive� S6= . If the temperature is raised, this would release some of thefrozen motions in the reactant
state, which would be expected to result in a less positive� S6= .
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evb_atm 64 0.17 H0 0.2 H0
evb_atm 65 0.2 H0 0.16 H0
evb_atm 66 0.19 H0 0.21 H0
evb_atm 70 0.38 H0 0.43 H0
evb_atm 71 -0.96 O--0.54 O0
evb_atm 72 -0.18 C+ -0.21 C+
evb_atm 73 -0.15 C+ -0.09 C+
evb_atm 74 0.5 C0 0.39 C+
evb_atm 75 -0.26 C+ -0.11 C+
evb_atm 76 -0.09 C+ -0.16 C+
evb_atm 77 -0.26 C+ -0.08 C+
evb_atm 78 0.18 C+ 0.03 C+
evb_atm 79 -0.14 H0 0.05 H0
evb_atm 80 0.13 H0 0.16 H0
evb_atm 81 0.1 H0 0.14 H0
evb_atm 82 0.11 H0 0.15 H0
evb_atm 83 0.09 H0 0.15 H0
evb_atm 84 0.08 H0 0.13 H0
evb_atm 85 -0.14 H0 -0.02 H0

evb_bnd 0 6 12
evb_bnd 0 6 37

evb_bnd 0 12 64
evb_bnd 0 12 19
evb_bnd 0 19 27
evb_bnd 0 19 39
evb_bnd 0 39 41
evb_bnd 0 39 42
evb_bnd 0 41 70
evb_bnd 0 41 62
evb_bnd 0 27 58
evb_bnd 0 27 33
evb_bnd 0 33 65
evb_bnd 0 33 37
evb_bnd 0 37 66
evb_bnd 0 74 71
evb_bnd 0 74 79
evb_bnd 0 74 78
evb_bnd 0 78 72
evb_bnd 0 78 77
evb_bnd 0 72 80
evb_bnd 0 72 73
evb_bnd 0 73 81
evb_bnd 0 73 75
evb_bnd 0 75 82
evb_bnd 0 75 76
evb_bnd 0 76 83
evb_bnd 0 76 77
evb_bnd 0 77 84
evb_bnd 2 27 85
evb_bnd 1 85 74

evb_d_con 74 27 3.0 10.0 0
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md_parm
stepsize 0.001
temperature 300.0
nsteps 10000

log_write_fq 1000
region2a_r 16
water_r 16
langevin_r 18

movie_co all
movie_fq 1000
constraint_1 10.0

constraint_2 10.0
rms_residue 1 to 406
rest_constr
rr_res_contrib
rr_forceconst 10.0 9.5 9.0 8.5 8.0 7.5 7.0 0.4 0.3 0.2 0.1 0.05 0.03

rr_const region2 500
rr_const region1 500

quasih_entropy 10 region1+2

end
end

end

end
end
end
end

In the input template provided, we simply load a previously created restart �le, and
perform our RR calculations on either of the evb states. The RR calculations are car-
ried out for both the release of the constraint on the system,as well as the collection
of all necessary data at the maximum value of the constraint for the QH approximation.
More speci�cally, the example given applies the constraints on all atoms of region1 and
region2,rr _const region1 and rr _const region2. The keywordrr _forceconst is re-
quired for de�ning a list of individual values of the constraint (and is currently limited to
150 values). That means, the system will be sampled for each of the force constants in
rr _forceconst and the �le rr _const_dG:out that contains the FEP data from maximum
to minimumrr _forceconst will be created upon successful termination. The estimate for
the free energy of releasing the constraints is printed in kcal/mol at the bottom of this �le:

Average total dG from forward and backward mapping = -260.50 0

By defaultMOLARISalso generates �les listing the individual contributions to the FEP
for RR free energies (seerr _const_reg1_dG:outandrr _const_reg2_res_dG:out for con-
tributions of region 1 and 2).
The separate data collection for the quasiharmonic contribution is enabled through the key-
word quasih_entropy 10 region1+2, which, in the present case, would collect data for
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all atoms of region1 and region2, for every 10 MD steps. The value of the force constant
used by the QH is supplied by the keywordsconstraint _1 andconstraint _2, however,
these two keywords are only active for the QH analysis, they will not be used for the
RR part of the calculations asrr _forceconst overrides them. Upon termination, the �les
entropy:info andentropy:dat will be created. These binary �les are then run with the
programxquasih_entropy_dsyev:

xquasih_entropy_dsyev < entropy.input > entropyQH.out

Here,entropy:input is a simple text �le that contains 3 lines:

entropy.info
entropy.dat
1000

which tells the program the names of the necessary binaries created previously, fol-
lowed by an integer that speci�es the cutoff freqency. The resulting �le entropyQH:out
now contains at the bottom our QH analysis estimate for� T� S:

--------------------------------------------------- ----
quasiharmonic entropy(J/mol/K) = 1618.87
-TS(kcal/mol, T=300.0K) = -94.43
--------------------------------------------------- ----

The current� T� S for the current simulations is then simply the sum of the RR and
the QH. Now, the idea of the RR approach lies in the varationalminimization that, in
principle, should eliminate any enthalpic contribution. In other words, having performed
these calculations on a series of trajectories for any two states, then allows us to �nd the
absolute minimum between them, and this �nal number is the estimated� T� S that should
contain only entropic contributions.
Since the RR approach requires sampling over many independent trajectories in order to
give reliable results, it is important to keep in mind howMOLARIScalculates the constraint
energies. Therefore, it is highly recommended to use therest_constr keyword

3.4.12 FEP calcaultion of mutating dummy atoms

This is test for now. hanwooly
The FEP calculation is also often used to simulate an alchemical transformation which

may eventually mutate real atoms with residual charges and vdW parameters to dummy
atoms. For example, one would want to see the effect of changing a hydroxyl group to a
hydrogen in the system. In this case, the oxygen and the hydrogen of the hydroxyl group
will be slowly changed to a hydrogen and a dummy atom, repectively. However, it has
been known that when there are vanishing atoms during the FEPcalculation, the calcula-
tion leads to a disastrous numerical explosion very often, especially when� approaches 0
or 1 very close. When the vdW parameters of the vanishing atombecomes very small, it
occasionally gets extremely close to other atoms while it still carries residual charges.
Several approaches have been adopted to avoid this issue. Itis usually recommended to
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decouple the electrostatic and vdW calculation. Speici�cally, one could �rst change the
residual charges to zero over� , then decrease the vdW parameters to zero. However, even
though this would resolve the electrostatic explosion, thecalculation may still experience
vdW catastrophe around the last frame. In this case, the lastframe can be divided further
with a smaller�� to moderate the vdW changing rate.
However, the approaches above still do not guarantee the stability and also they are compu-
tationally more expensive. The nature of the problem stems from the fact that the repulsion
part of the vdW function increase exponentially. We need to avoid the vdW clash but we
also need to sample the prohibited space by the exponential repulsion part of the vdW
function. In this case, no matter how small�� is used, the problem may still remains. van
Gunsteren introduced a lambda dependent vdW fucntion whichscales down the potentials
as� approaches to 0 or 1.
In ENZYMIX, a similar approach has been implemented with keywords,use_vdw_er
anduse_vdw_er_atom . The example usage of this keyword is shown below.

./rb69_original.pdb
enzymix

evb
evb_state 2 1 0
map_pf 51 1 2

evb_atm 57 -0.573 O0 0.072 H0
evb_atm 73 0.447 H0 0.000 DO
evb_bnd 0 57 73

rest_in relaxed.res
rest_out fep_mutation.res

md_parm
temperature 310
stepsize 0.001
nsteps 10000

use_vdw_er_atom 1.8 73 1
use_vdw_er_atom 2.3 57 1
constraint_1 0.3
constraint_2 0.03

end
end

end

This keyword uses a modi�ed vdW function so that a constant force is used below a
certain distance cut-off value de�ned by users. That is,

F (r ) =

(
� dV=dr= 12A=r13 + 6B=r 7; if r > r_cut

F (r_cut) = constant; if r <= r_cut
(3.4)

Thus, the potential energy can be analgously derived as follows:

V(r ) =

8
><

>:

A=r12 + B=r 6; if r > r_cut

V(r_cut) +
Rr

r _cut � F (r ) if r <= r_cut

= V(r_cut) + ( r _cut � r ) � F (r _cut);

(3.5)
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Therefore, for r < r_cut, the potential energy increases linearly with a slope given by
F(r_cut). The comparison between the original Lennard-Jones potential and the modi�ed
potential are shown in Figure 3.11 .

Figure 3.11: The original Lennard-Jones potential/force and the modi�ed potential/force.

3.5 UsingPOLARIS

Before entering in this section it is useful to make a generalcomment about the PDLD
calculations. For most of the calculations below,MOLARISoffers a great �exibility in
chosing all kind of parameters and also in de�ning the regions of the system and their
charges. In the PDLD cycle, we always compare the solvation obtained from the actual
charged system to the uncharged one. This can be controlled by reading the PDLD �le
created in a previous run and/or by using the corresponding keywords in thePOLARIS
level of the input �le. In this sense, a note of caution must besaid concerning the de�nition
of the charged-uncharged systems.POLARIS always compares a charged system to the
uncharged one, which means that state A in the PDLD cycle is the charged one and state B
is the uncharged system. With this in mind we can start describing the different calculations
that can be done at thePOLARISlevel in MOLARIS.

3.5.1 Calculating solvation energies of molecules in water

POLARISprovides a reliable and ef�cient way to calculate the solvation energies of small
molecules. This type of calculation has been extensively validated (e.g.see refs. [71, 13]
and Table 3.12). For doing this we just need to use thesolv_pdld keyword inPOLARIS
and follow the menu. In a similar way you may calculate the solvation energy of a small
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protein. You may try this option by taking the dodecapeptideof small.pdb in pl_solv_pdld.
In view of the large interest in solvation of small molecules, we include in the demo our
benchmark (solv_benzene). The input �le benzene.inp in solv_benzene directory in the
demo looks as follows:

../pdb/benzene.pdb
polaris

solv_pdld
reg1_res 1
config 1 0

end
end

end

Note that for a molecule in water we do not need any con�guration average. A typical
�nal output is given below for benzene from runningPOLARISwith benzene.inp. PDLD
RESULTS:

*************************
PDLD MICROSCOPIC ESTIMATE
*************************

SOLVATION OF REGION 1 IN WATER (STATE B->A): GAS->WATER(FORSTATE A ):

dlangevin -1.37 dlangevin -1.37
dhydro -0.62 dhydro 6.10
dborn 0.00 langevin VDW -5.66

dborn 0.00

dGw (without dhydro ) -1.37 dG -0.93

The above output gives the solvation of the benzene moleculein several ways. We
also give the free energy associated with changing the residual charges of our molecule
from those of state A to those of state B. The absolute solvation energy is given under
GAS->WATER(FOR STATE A) and includes the hydrophobic (dhydro), van der Waals
and Born contributions.

The calculated and observed solvation energies are given inTable 3.26 and Fig. 3.12.

# name dGexp dGcalc dGexp-calc # name dGexp dGcalc dGexp-calc
1 methane 2.00 2.16 -0.16 51 3-methyl-2-butanone -3.24 -3.07 -0.17
2 ethane 1.83 1.9 -0.07 52 2-hexanone -3.29 -2.93 -0.36
3 propane 1.95 1.85 0.10 53 4-methyl-2-pentanone -3.06 -2.74 -0.32
4 butane 2.08 2.21 -0.13 54 2-heptanone -3.04 -2.57 -0.47
5 isobutane 2.32 2.27 0.05 55 4-heptanone -2.92 -2.66 -0.26
6 pentane 2.33 2.36 -0.03 56 2,4-dimethyl-3-pentanone -2.74 -2.82 0.08
7 2-methylbutane 2.38 2.24 0.14 57 acetophenone -4.58 -4.14 -0.44
8 hexane 2.48 2.51 -0.03 58 acetaldehyde -3.50 -3.86 0.36
9 benzene -0.93 -0.76 -0.11 59 propanal -3.44 -3.58 0.14
10 biphenyl -2.64 -1.74 -0.90 60 butanal -3.17 -2.97 -0.20



104 CHAPTER 3. SPECIFIC APPLICATIONS AND PRACTICAL ASPECTS

11 methanol -5.11 -5.66 0.55 61 pentanal -3.03 -3.21 0.18
12 ethanol -5.01 -5.26 0.25 62 hexanal -2.81 -2.84 0.03
13 1-propanol -4.82 -5.44 0.62 63 heptanal -2.67 -2.48 -0.19
14 1-butanol -4.71 -5.27 0.56 64 octanal -2.29 -2.17 -0.12
15 1-pentanol -4.47 -5.13 0.66 65 acetic acid -6.70 -6.26 -0.44
16 3-methyl-1-butanol -4.42 -4.83 0.41 66 propionic acid -6.47 -5.26 -1.21
17 2,3-dimethyl-2-butanol -3.91 -4.23 0.32 67 butanoic acid -6.35 -7.31 0.96
18 4-heptanol -4.00 -2.97 -1.03 68 ethyl formate -2.64 -5.54 2.90
19 cyclopentanol -5.49 -5.3 -0.19 69 methyl acetate -3.31 -3.4 0.09
20 cyclohexanol -5.47 -5.2 -0.27 70 ethyl acetate -3.09 -2.86 -0.23
21 cycheptanol -5.48 -5.08 -0.40 71 methyl propionate -2.93 -3.05 0.12
22 phenol -6.61 -6.18 -0.43 72 propyl acetate -2.85 -2.81 -0.04
23 2-methyl phenol -5.87 -5.33 -0.54 73 isopropyl acetate -2.64 -2.05 -0.59
24 4-methyl phenol -6.13 -5.58 -0.55 74 ethyl propionate -2.80 -2.34 -0.46
25 p-t-butyl phenol -5.92 -6.05 0.13 75 methyl butanoate -2.83 -2.55 -0.28
26 dimethyl ether -1.89 -2.24 0.35 76 isopropyl propionate -2.22 -2.47 0.25
27 diethyl ether -1.63 -1.78 0.15 77 methyl hexanoate -2.49 -1.93 -0.56
28 methyl propyl ether -1.66 -1.5 -0.16 78 methyl benzoate -4.28 -3.58 -0.70
29 isopropyl methyl ether -2.00 -1.8 -0.20 79 chloromethane -0.56 0.11 -0.67
30 ethyl propyl ether -1.81 -0.86 -0.95 80 chlorobenzene -1.12 -0.03 -1.09
31 t-butyl methyl ether -2.21 -2.16 -0.05 81 nitroethane -3.71 -2.04 -1.67
32 dipropyl ether -1.15 -0.4 -0.75 82 1-nitropropane -3.34 -1.57 -1.77
33 diisopropyl ether -0.53 -0.54 0.01 83 2-nitropropane -3.14 -1.06 -2.08
34 dibutyl ether -0.83 -0.69 -0.14 84 nitrobenzene -4.11 -3.93 -0.18
35 methylamine -4.56 -3.92 -0.64 85 o-methyl nitrobenzene -3.59 -2.89 -0.70
36 ethylamine -4.50 -4.94 0.44 86 m-methyl nitrobenzene -3.45 -2.44 -1.01
37 propylamine -4.39 -4.49 0.10 87 N-methylacetamide -10.20 -10.14 -0.06
38 butylamine -4.29 -4.37 0.08 88 m-nitrophenol -10.14 -8.29 -1.85
39 pentylamine -4.09 -3.77 -0.32 89 p-nitrophenol -11.92 -9.12 -2.80
40 hexylamine -4.03 -3.31 -0.72 90 alanine dipeptide -16.96 -16.59 -0.37
41 dimethylamine -4.28 -4.61 0.33 91 aniline -4.90 -2.38 -2.52
42 diethylamine -4.07 -3.49 -0.58 92 toluene -0.90 0.27 -1.17
43 dipropylamine -3.66 -4.18 0.52 93 Br- -72.00 -74.35 2.35
44 dibutylamine -3.33 -3.15 -0.18 94 Cl- -76.60 -77.01 0.41
45 trimethylamine -3.24 -2.87 -0.37 95 F- -105.80 -105.32 -0.48
46 pyridine -4.70 -4.52 -0.18 96 I- -62.60 -66.95 4.35
47 2-propanone -3.97 -3.78 -0.19 97 Na+ -100.30 -98.70 -1.60
48 2-butanone -3.63 -3.67 0.04 98 NH4 -74.94 -77.80 2.86
49 2-pentanone -3.53 -2.91 -0.62
50 3-pentanone -3.41 -3.68 0.27

Table 3.26:POLARIS solvation free energies (in water) for a benchmark of neutral and
charged molecules. Energies in kcal/mol

3.5.2 Calculating solvation free energies usingab initio charges
In addition to the use ofPOLARIS group charges (see Section 2.2.4) we provide the well-calibrated and very convenient ChemSol
program (see ref. [61]) that evaluates accurately solvation free energies using the results of GAUSSIAN or relatedab initio programs.
Refer to the ChemSol manual on our website for more details.

3.5.3 Solvation energy of a part of a macromolecule
In determining electrostatic free energies of charged groups in proteins the key dif�culty is not the interaction between charges, but it is
in calculating the “self-energy” or “solvation energy” (the energy of moving the charged group into its protein site from vacuum). This
energy is best de�ned relative to the corresponding solvation energy in water,i.e.:

� Gp
sol = (� Gp

sol � � Gw
sol ) + � Gw

sol = �� Gw ! p
sol + � Gw

sol (3.6)

wherew andp designate water and protein respectively.
POLARIS uses eq. (3.6) when estimates solvation energies of chargedgroups in macromolecules, utilizing both the semi-

microscopic PDLD/S and the microscopic PDLD methods. An example of such a calculation is provided in demo pl_solv_pdld.In this
demo, the solvation free energy of the positively charged NH3

+ group of a lysine residue in a dodedcapeptide is calculated.The input
�le looks like:
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Figure 3.12: Correlating calculated and observed solvation energies for the benchmark of Table 3.26

../pdb/small.pdb
polaris

pre_pol #preparing polaris run
ionres 12 #ionizes the given residue
end

solv_pdld #calculating solvation energies
reg1_atm 176 to 179 #specifies region I atoms
config 0 3 #calculation on 3 MD-generated configurations

end
end

end

The output �le includes results from the all-atom LRA generation (see section 2.2.8)
of different con�gurations. This is done for n con�gurations for the charge and uncharged
state. The corresponding average energy contributions forthe protein run looks like:
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Average energies for AC atoms:
----------------------------------
************ average values for all the steps ************

(the first 100 steps excluded)
State A State B

Coulombic/acp total : -47.90 0.00
Intra ac group | 0.00 0.00|

breakdown Inter ac group | 0.00 0.00|
(vqq)

ac-protein | -47.90 0.00|
(vqu)

Coulombic/wat : -108.19 0.00
Induced/pro : 0.00 0.00
Induced/wat : 0.00 0.00

Vdw/pop total : 0.87 0.87
Intra ac group | 0.00 0.00|

breakdown Inter ac group | 0.00 0.00|
ac-protein | 0.87 0.87|

Vdw/wat : 6.30 6.30
Hb/pro : -2.88 -2.88
Hb/wat : 0.00 0.00
langevin : -19.20 -18.15
born : -8.78 -0.52
Total(elec only) : -186.95 -21.55

A --> B (elec only) : 165.40

for each con�guration we calculate the PDLD and PDLD/S energies. The typical output
for this part looks like:

region I charges

atom # x y z qa qb code rp

176 42.400 32.100 15.400 -0.080 0.000 33 2.50
177 41.780 31.630 16.028 0.360 0.000 1 1.50
178 43.165 32.496 15.908 0.360 0.000 1 1.50
179 41.908 32.819 14.909 0.360 0.000 1 1.50

total charge for region I state A: 1.000
total charge for region I state B: 0.000

total charge in region II: 0.000

This gives the number of the Region I atoms, the xyz-coordinates, the charges in state
A (qa) and in state B (qb) as well as the PDLD atom code and the vdW radius (rp). Note
that the charges for state B are all zero. Now follows the calculation of the solvation free
energy of these Region I atoms in water. This calculation gives the Langevin free energy
in water. The resulting solvation energy is used in the subsequent calculations.

The next step is the calculation of the energies for the Region I atoms in protein (Region
II) and water. Here, we also �nd energy contributions in state B resulting from the non-
zero charge of the Region II atoms. The �nal result is given inthe semi-macroscopic
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PDLD/S approximation and also in the microscopic form. The PDLD/S result should look
as follows:

******************************
PDLD SEMI-MACROSCOPIC ESTIMATE
******************************

effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

-dG in water 40.43 20.16 13.41 10.03 3.87 1.89 0.89
(e_p -> e_80)
dvqmu(e=e_p) -24.93 -12.47 -8.31 -6.23 -2.49 -1.25 -0.62
dlangevin(e_p->e_80) -12.99 -6.50 -4.33 -3.25 -1.32 -0.66 -0.33
dbulk(born,e_p->e_80) -4.04 -1.97 -1.28 -0.93 -0.31 -0.10 0.00

ddG(water -> protein) -1.53 -0.77 -0.51 -0.38 -0.25 -0.12 -0 .06
(e=e_p)

These PDLD/S data are based on a special macroscopic scalingof the microscopic
PDLD results (see Section 2.2.7). The meaning of the entriesin the table is as follows.
dG in water is the solvation free energy in water. This value is calculated as the sum of
the Boltzmann averaged langevin energy difference of -71.43 and the difference in Born
energy between con�guration A and B (total Born energy difference -8.22) multiplied by
(1/" – 1/80). The next lines contain the results from the calculation of Region I in protein
and water. Uq� is the charge-charge interaction between the Region I atomsand the protein
atoms. The value of dvqmu is the difference between the Uq� of con�gurations A and B
multiplied by 1/" . Here, it is the value of Uq� of state A only, as the Uq� in state B is zero
because of the residual charges being zero. The lines designated as Langevin and bulk
energies correspond to the difference in the microscopic solvation energies of the entire
macromolecule with the charged and uncharged states of region I (the �� Gw

p term in
eq. (2.61) multiplied by (1/" – 1/80). The resulting change in solvation free energy when
transferring the Region I atoms from water to protein, ddG(water -> protein, is given as
the sum of dG in water and the (e_p->e_80) contributions, which are dvqmu, dlangevin,
and dbulk. The value of -2.45 (at"=4) means that the solvation energy of Region I atoms
is bigger in the protein than in water.
The PDLD/S result is followed by the microscopic PDLD result:

*************************
PDLD MICROSCOPIC ESTIMATE
*************************

SOLVATION OF REGION 1 IN WATER (STATE B->A): GAS->WATER(FORSTATE A ):

dlangevin -71.31 dlangevin -71.31
dhydro -3.74 dhydro 0.00
dborn -8.20 langevin VDW -1.71

dborn -8.20
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dGw (without dhydro ) -79.51 dG -81.22

SOLVATION OF REGION I IN PROTEIN + WATER:

dvqmu -49.87
dvqalpha -0.10
dlangevin -26.36
dhydro -3.45
dborn -8.28

dGp (without dhydro ) -84.61

ddG (water -> protein) = dGp-dGw -5.10

After the run is completed we have a concise summary of the relevant results in two
output �les. The �rst �le solv_pdld.outgives the average PDLD/S-LRA results:

Results averaged over all configs (charged and uncharged)

effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

-dGw in water 40.59 20.24 13.46 10.07 3.90 1.90 0.90

dvqmu(e=e_p) -15.24 -7.62 -5.08 -3.81 -1.52 -0.76 -0.38
dlangevin(e_p->e_80) -19.97 -9.98 -6.66 -4.99 -1.91 -0.96 -0.48
dbulk(born,e_p->e_80) -4.03 -1.96 -1.27 -0.93 -0.31 -0.10 0.00

dGp in protein -39.24 -19.57 -13.01 -9.73 -3.74 -1.82 -0.86

ddG_elec=dGp-dGw 1.35 0.68 0.45 0.34 0.15 0.08 0.04
--------------------------------------------------- ------------------
SOLVATION ENERGY OF REGION I (ddG water->protein)

solvation for new configurations :
(with reorganization energy)

********************************************
PDLD SEMI-MACROSCOPIC ESTIMATE FOR SOLVATION
********************************************
(dielectric constant=4)

ddG solvation (water -> protein) for structure 1 0.41

ddG solvation (water -> protein) for structure 2 1.30

ddG solvation (water -> protein) for structure 3 0.33

----------------------------------------------
average ddG(water -> protein+water,pdld/s) = 0.68

The second useful output summerizes the all-atom LRA results. The corresponding �le
md_lra.out looks like:



3.5. USINGPOLARIS 109

LRA from structures of all steps of each configuration

(L)w for region I in water:

average over state A and B average over state B
------- -------------------------------------------- ---- -----------------------------

config vQmu vindu vQw lgvn born dG(elec) vdw_L/P vdw_L/W dG( nonelec)
....... ....... ....... ....... ....... ................ ....... ........ ............

1 0.0 -77.9 0.0 -8.2 -86.0 2.1 2.1

average 0.0 -77.9 0.0 -8.2 -86.0 2.1 2.1

(L)pw for region I in protein and water:

average over state A and B average over state B
------- -------------------------------------------- ---- -----------------------------

config vQmu vindu vQw lgvn born dG(elec) vdw_L/P vdw_L/W dG( nonelec)
....... ....... ....... ....... ....... ................ ....... ........ ............

1 -34.6 0.0 -38.7 -0.3 -8.3 -81.8 1.1 1.4 2.4
2 -33.2 0.0 -39.7 -0.1 -8.4 -81.3 1.0 1.0 2.1
3 -24.9 0.0 -51.1 -0.2 -8.0 -84.3 0.7 1.8 2.5

average -30.9 0.0 -43.2 -0.2 -8.2 -82.5 0.9 1.4 2.3

(L)pw-(L)w:

average over state A and B average over state B
------- -------------------------------------------- ---- -----------------------------

config vQmu vindu vQw lgvn born dG(elec) vdw_L/P vdw_L/W dG( nonelec)
....... ....... ....... ....... ....... ................ ....... ........ ............

average -30.9 0.0 34.7 -0.2 -0.1 3.5 0.9 -0.7 0.3

LRA electrostatic energy:
DDG = ddG(elec) = 3.5

3.5.4 Calculations ofpK a's of ionizable groups in proteins

One of the most important examples of electrostatic calculations of macro molecules is
provided by the calculation ofpK a's of ionized groups in proteins.

These quantities give very valuable information about the electrostatic energies in pro-
tein sites and can serve as a unique benchmark for electrostatic calculations in proteins (for
more details see ref. [67]). The evaluation of the ionization states requires one to determine
the intrisicpK a (thepK a when all other ionized groups are uncharged) and the shift ofpK a

due to the charge-charge interaction. The evaluation of theintrinsic pK a by fully micro-
scopic FEP or LRA calculations is quite challenging[7, 108,34] and may involve errors
of severalpK a units. In many cases and particularly in cases of surface groups one obtain
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more stable results by using semimacroscopic models such asthe PDLD/S-LRA and PB
methods. The problem is, however, to get reliable results for groups in the protein interiors
(see discussion in ref. [67]).

In calculatingpK a's one has to consider the thermodynamic cycle of Fig. 2.11 and to
evaluate the two contributions; (i) the self energy of the ionized group that re�ects the free
energy of charging this group in its protein site when all other groups are in their neutral
form and (ii) the energy of interaction between the ionized residues. As was argued repeat-
edly and demonstrated by analyzing many experimental results, the effect of the interaction
between ionized groups is largely screened and the most important contribution topK a's in
protein is the self energy term that re�ects the effect of thepolar groups around the site of
the given ionized residue. In general we can express thepK a of each group of the protein
by

pK p
a;i = pK p

app;i = pK p
int;i + � pK charges

a;i (3.7)

wherepKapp;i is the actual (apparent)pK a of the ith group,pK int;i is the so-called intrinsic
pK a, (this is thepK a that theith group in the protein would have when all other groups are
in their neutral states) and� pK charges

a;i represents the effects of the other ionized groups.
Using eq's 2.48,2.49 and 2.51 we can write

pK p
app;i = pK w

a;i �
qi

2:3RT
�� Gw! p

self;i + � pK charges
a;i (3.8)

The� pK charges
a;i term is given by:

� pK charges
a;i = �

�q
2:3RT

X

j 6= i

� Gp
ij (3.9)

where the� Gp
ij represents the interaction with thejth ionized group.

POLARIScan calculate the�� Gself;i term (and the correspondingpK p
int;i ) microscop-

ically by the PDLD, LRA or FEP methods (see below). However, at present the most stable
results are obtained by the PDLD/S-LRA approach (Section 2.2.8).

The effects of other ionized groups,� pK charges
a;i , is usually evaluated macroscopically,

using:

� Gp
ij = 332qi

X

j 6= i

qj

r ij " ij
(3.10)

Where qi and qj are the actual charges of thei th and thej th ionizable group and it can be
0 or -1 for acids and 0 or 1 for bases. rij is the distance between the charge centers of the
i th andj th groups and" ij is an effective dielectric constant (see next section). Theterm can
be evaluated self-consistently by macroscopic approximations and is considered in Section
3.5.6, which deals with titration curves. This term should be evaluated only after one has a
reasonable idea about the intrinsicpK a term.

In order to familiarize yourself with the wayPOLARIScalculatespK aś it is useful to
consider the demo pl_pka_pdld which evaluates thepK a of Asp_3 in BPTI. The input �le
looks like this:
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../pdb/bpti.pdb
polaris # enter the POLARIS module

pre_pol
set_opt # set some parameters for PDLD

rg 18.0
ndxp 3
itl 10

end
end
pKa_pdld # enter the pKa calculation

reg1_res 3 # identify region I. Do pKa of residue 1
config 1 2 # configurations to be done
md_parm_r # relaxation dynamics

nsteps 300
end
md_parm_w # dynamics in water

nsteps 200
end
md_parm_p # dynamics in protein

nsteps 200
end

end
end
end

Here you have information from the MD run that generates the LRA conformation can
be used for microscopic LRA calculations.

State A State B

Coulombic/acp total : -10.76 0.00
Intra ac group | 0.00 0.00|

breakdown Inter ac group | 0.00 0.00|
(vqq)

ac-protein | -10.76 0.00|
(vqu)

Coulombic/wat : -151.44 0.00
Induced/pro : 0.00 0.00
Induced/wat : 0.00 0.00

Vdw/pop total : 7.62 7.62
Intra ac group | 0.07 0.07|

breakdown Inter ac group | 0.00 0.00|
ac-protein | 7.55 7.55|

Vdw/wat : 11.52 11.52
Hb/pro : -0.11 -0.11
Hb/wat : 0.00 0.00
langevin : -44.89 -42.54
born : -10.46 -1.76
Total(elec only) : -217.66 -44.41

A --> B (elec only) : 173.25

In general we will have n runs for the charge and uncharged states.
For each con�guration we calculate the PDLD/S energies:

******************************
PDLD SEMI-MACROSCOPIC ESTIMATE
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******************************

effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

-dG in water 39.49 19.69 13.09 9.79 3.78 1.84 0.87
(e_p -> e_80)
dvqmu(e=e_p) -5.72 -2.86 -1.91 -1.43 -0.57 -0.29 -0.14
dlangevin(e_p->e_80) -29.40 -14.70 -9.80 -7.35 -2.83 -1.4 1 -0.71
dbulk(born,e_p->e_80) -4.25 -2.07 -1.34 -0.98 -0.33 -0.11 0.00

ddG(water -> protein) 0.11 0.06 0.04 0.03 0.05 0.03 0.02
(e=e_p)

The average PDLD semi-microscopic estimate for thepK a is calculated using the LRA
approach and the resulting treatment can be expressed as:

pK p
a =

1
m

X

m

f pKa;wat �
1

2:303RT
[
1
2

(ddGconf igA
w! p + ddGconf igB

w! p )]g (3.11)

where m is the number of con�gurations.
The averaged results are given in pKa_pdld.out, here we convert the PDLD/S energies

to intrinsicpK a.

----------------------------------------
Summary of pKa for the different configs
----------------------------------------

PDLD SEMI-MACROSCOPIC ESTIMATE FOR pKa
......................................

effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

pKa_intr for str. 1 4.52 4.21 4.11 4.05 3.99 3.94 3.92

pKa_intr for str. 2 4.87 4.39 4.22 4.14 4.00 3.95 3.93

--------------------------------------------------- ---------------------
aver pKa_int 4.69 4.30 4.16 4.10 4.00 3.95 3.92

Finally, we use the intrinsicpK a (for " = 4) and evaluate the apparentpK a.

estimated apparent pKa 3.77

The apparentpK a is obtained here automatically using default values for thepK as of
the other ionizable groups. For a more systematic treatmentyou should use the titration
keyword and the procedure described in section 3.5.6.
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It should be noted that the default calculations ofPOLARISneglect the contribution of
the polar state (� Gsol(AH )). This rather small contribution can be obtained by repeating
the same procedure described above for the AH state. In this case the user should create a
new PDB �le with th eprotonated residue and repeat the calculations assigning the residual
charges of AH to state a. The resultingpK a (with pK w

a = 0) will correspond to the change
in thepK a due to the inclusion of� Gw! p

sol (AH ). This term should be simply added to the
previously obtainedpK a (the value obtained from the default calculations).

A benchmark forpK a calculations of Lysozyme is given in xxx(not done yet..)

Table 3.36: CalculatedpK as of some of the ionizable groups in hen egg lysozyme (1hel and2lzt)

1hel 2lzt
Res pK a(int) �p K a pK a(calc) pK a(int) �p K a pK a(calc) pK a(exp)
ASP 18 4.07 -1.58 2.50 3.42 -0.97 2.45 2.9
ASP 48 4.73 -1.24 3.49 3.70 -1.21 2.49 4.3
ASP 52 6.23 -0.59 5.64 5.34 -0.85 4.49 3.6
ASP 66 3.45 -0.45 3.01 5.29 0.05 5.34 2.0
ASP 87 3.54 -1.06 2.48 3.12 -1.62 1.50 3.62
ASP 101 4.84 -1.35 3.49 5.86 -1.37 4.49 4.12
ASP 119 4.17 -1.67 2.50 3.50 -2.00 1.50 2.5
GLU 7 5.09 -1.59 3.50 4.20 -1.70 2.50 2.6
GLU 35 6.41 -0.94 5.47 7.01 -1.51 5.50 6.1

3.5.5 All-atom LRA calculations ofpK as
Obtaining stablepK as from all-atom simulations is much more chalenging than theuse
of continuum models or the PDLD/S-LRA model. Since the results are not scaled and we
have to obtain almost a pe rfect balance between different contributions to the self energy
of ionized group [65]. A t any rate, despite convergence dif�culties it is useful to obtain
microscopic all-atom results an d the simplest way is to obtain the corresponding LRA
results. These results are provided on the md _lra.out �le generated automatically when
one uses the pka_pdld ofPOLARIS. Here however we are no t interested in the PDLD/S
results but with the LRA results thus you should ask for only one con�g uration average
(this will involve only one PDLD calculation) but you shoulduse many steps for the MD
averages in water and in the protein. A typical demo is given in pl_pka_LRA (which
evaluates thepK a of Asp 3 in bpti) and the output given in themd_lra.out �le looks like:

LRA from structures of all steps of each configuration

(L)w for region I in water:

average over state A and B average over state B
------- ----------------------------------------- --- --------------------------

config vQmu vQw lgvn born dG(elec) vdw_L/P vdw_L/W dG(nonel ec)
....... ....... ....... ....... ....... ......... ....... ........ ............

1 -78.0 -0.7 -8.2 -86.9 -1.7 -1.7

average -78.0 -0.7 -8.2 -86.9 -1.7 -1.7
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(LP)w for region I+II in water:

average over state A and B average over state B
------- ----------------------------------------- --- --------------------------
config vQmu vQw lgvn born dG(elec) vdw_L/P vdw_L/W dG(nonel ec)
....... ....... ....... ....... ....... ......... ....... ........ ............

1 -10.8 -63.1 -0.8 -8.4 -83.1 3.1 -0.8 2.4
2 -10.9 -63.7 -0.9 -8.5 -84.0 2.9 -0.9 2.0

average -10.9 -63.4 -0.9 -8.5 -83.5 3.0 -0.8 2.2

3.5.6 Titration curves and evaluation of the charges of ionizable
residues as a function of pH

POLARIScan evaluate pH titration curves using a macroscopic model for the interaction
between charges and a semimicroscopic model for calculations of apparentpK a's. That
is, as indicated by eq. 3.8, thepK aof a group in a protein depends on both the intrinsic
pK aterm and on the term�p K awhich re�ects the interaction between the given group to
all other ionizable groups in the protein which obviously depend on each other and on the
pH of the solution around the protein. The overall energetics of a given protein charge
con�gurationm are[109, 110]:

� G(m) = �
X

i

1:38q(m)
i (pK int

a;i � pH) + 166
X

i>j

q(m)
i q(m)

j

R(m)
ij " (m)

ij

=
X

i

� q(m)
i W 0

i +
X

i>j

Wij q(m)
i q(m)

j (3.12)

whereq(m)
i is the actual charge of the ith group and it can be 0 or -1 for acids and 0 or

1 for bases. The effective dielectric constant," ij , is ususally given by a distance dependent
function of the form [64]:

" ij = "ef f = 1 + "0(1 � expf� �r ij g) (3.13)

"ef f has been established in many studies to be quite large (e.g., see ref.[65]) andPOLARIS
uses for it the value of 40 as default value, but it's possibleto change and play with this
parameter (this value should not be confused with the dielectric used in the semi- micro-
scopic model[13]). The nature of this" and its relationship to the reorganization of the
protein polar groupsand water penetration is discussed elsewhere (e.g., ref.[67]). In case
of very strong interaction residues, it might be useful to calculate" ij by actually consid-
ering explicitly the two interacting groups (see ref.[65] and ref.[67]). Following standard
considerations (e.g., ref.[65]) we can write:

< q i > =
X

m

q(m)
i expf� � G(m) � g (3.14)

Z =
X

m

expf� � G(m) � g
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where Z is the partition function.
Now we use a hybrid approach (e.g., see ref.[111]) where the partition function is eval-

uated self consistently for residues which are within a speci�c cutoff ( R � Rs) from the
given ith residue and treat the rest of the residues by considering their average charge. This
gives[65]:

� G(ms )
s =

N sX

i =1

qms
i [� W 0

i +
X

j 6= i

Wij qm
j ] + q(ms )

i

X

j>N

Wij < q j > (3.15)

whereN is the total number of ionizable groups,Ns are the number of ionizable groups
within the speci�ed cutoff range, andms designates the given charge con�guration.
POLARIS uses the above equation to evaluate the apparentpK aand pH dependence of
ionizable residues. The calculations depend, of course, onthe intrinsicpK a, which was
considered in Section 3.5.4. In performing the actual calculations the program takes the
intrinsic pK a of each group and solves, iteratively, the interaction between the different
groups (using eq. 3.15). The relevant intrinsicpK as can be taken as the default values
(which are given by the correspondingpK as in water) but more accurate results would be
obtained by calculating the intrinsicpK a of each group in its actual site. Demo pl_titra
provides an example by illustrating the calculation of the titration curve of BPTI:

../../pdb/bpti.pdb
polaris

titra_ph_0 #calculating pH titration curves with pre-assi gned pK(int)
respka 50 5.5 #assigns for the specified residue the pKa in th e protein
titra_r 50 15.0 #specifies the center residue and radius fro m it
dielect 40.0 #assigns the effective dielectric for charge- charge interactions
end

end
end

The output includes the following:

Titration Curves:

pH ASP 50 GLU 49 LYS 46 SER 47 ARG 20 ARG 42 ARG 53 TYR 21
----- ------ ------ ------ ------ ------ ------ ------ ---- --

0.00 -0.003 -0.008 1.000 0.000 1.000 1.000 1.000 0.000
0.50 -0.008 -0.026 1.000 0.000 1.000 1.000 1.000 0.000
1.00 -0.021 -0.075 1.000 0.000 1.000 1.000 1.000 0.000
1.50 -0.051 -0.195 1.000 0.000 1.000 1.000 1.000 0.000
2.00 -0.098 -0.410 1.000 0.000 1.000 1.000 1.000 0.000
2.50 -0.172 -0.653 1.000 0.000 1.000 1.000 1.000 0.000
3.00 -0.320 -0.814 1.000 0.000 1.000 1.000 1.000 0.000
3.50 -0.558 -0.894 1.000 0.000 1.000 1.000 1.000 0.000
4.00 -0.783 -0.944 1.000 0.000 1.000 1.000 1.000 0.000
4.50 -0.914 -0.976 1.000 0.000 1.000 1.000 1.000 0.000
5.00 -0.970 -0.991 1.000 0.000 1.000 1.000 1.000 0.000
5.50 -0.990 -0.997 1.000 0.000 1.000 1.000 1.000 0.000
6.00 -0.996 -0.999 1.000 0.000 1.000 1.000 1.000 0.000
6.50 -0.999 -1.000 0.999 0.000 1.000 1.000 1.000 0.000

.

.
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.
Apparent pKa from titration curve:

Res. # pka_i pka_app dpka
------- ------ ------- ------
ASP 50 5.500 3.250 -2.250
GLU 49 4.300 2.250 -2.050
LYS 46 10.400 9.250 -1.150
SER 47 15.000 19.750 4.750
ARG 20 12.500 13.250 0.750
ARG 42 12.500 13.250 0.750
ARG 53 12.500 17.750 5.250
TYR 21 10.460 10.250 -0.210
TYR 23 10.460 13.750 3.290
CYS 5 8.180 7.250 -0.930
CYS 30 8.180 7.750 -0.430
CYS 51 8.180 7.750 -0.430
CYS 55 8.180 7.250 -0.930

Titration demos

The input �le used for this example is namedtitration_3res.inp, and the corresponding pdb
�le required for this run is3_residues.pdb. As for all other examples, please refer to the
demo folder of your currentMOLARISdistribution. The input �le for this example looks
like this:

3_residues.pdb
polaris

titra_ph_0
crg_method 2
titra_n 1 2 3
monte_r 10
dpka_dielect 80

end
end
end

A few comments, regarding the keywords used in this input: Weare using the level of
polaris/titra_ph_0. The keywordscrg_methodis used, to choose which method to calculate
the charges should be used. If you use the value of 2, then the method developed by Warshel
and Yuk Sham [65], which has been described in the theory, is used. It is suggested that
the user should use thecrg_methodof 2, for regular titration runs. The keywordtitra_n is
used to de�ne the residues in the pdb, which we wish to be titrated. The keywordmonte_r
speci�es the radius from the center of each titrated residue, where other residues which
are inside this radius can interact with. Finallyl, the keyword dpka_dielectspeci�es the
dielectric constant, required for the electrostatic interactions of each titrated residue.

Using this input �le results in an output, where at the end of the �le, you can see the
titration curves. An example of those are given in table 3.42using a dielectric constant
of 80, i.e. columns one to four, as well as a dielectric constant of 20, i.e. the remaining
columns in table 3.42. In �gures?? and?? these results are illustrated graphically.
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The apparent pKa calculated byMOLARISis found at the bottom of the output �le too,
just after the printed titration curves. Again, for the examples given above using a dielectric
constant of 80, we get:

Apparent pKa from titration curve:

Res. # pka_int pka_app dpka
GLU 2 4.30 3.75 0.55
HIS 3 6.50 6.50 0.00
ARG 1 12.50 12.25 0.25

and for the example using a dielectric constant of 20 we get:

Apparent pKa from titration curve:

Res. # pka_int pka_app dpka
GLU 2 4.30 3.25 -1.05
HIS 3 6.50 6.75 0.25
ARG 1 12.50 12.75 0.25

In this demo run, we observe 3 residues, interacting with each other, with a high di-
electric constant (we used the dielectric constant of value80). That is the main reason
why these individual curves, look as if they were titrated individually. However, as shown
above, we may also choose to run the titration example, by having stronger interactions
between the titrated residues (that is for the user to decide), then we can alter the value of
the dielectric constant used.

We now observe that the titration curve of GLU has a major shift, and at lower pH, it
has a higher charge, compared to the one at the same pH, but without the strong in�uence
of ARG and HIS. The use of different values for the dielectricconstant allows the user to
develop a feeling as to how residues interact with each other.

Instead of considering three individual amino acid residues, we may also consider the
titration in a regular protein. For this example, we choose the smallSS07Dprotein for this
run, (the relaxed versionsso_100ps_relax.pdb, or protein1SSO.pdbfrom the Protein Data
Bank). The input �le looks like this:

./sso_100ps_relax.pdb

polaris
titra_pH_0

crg_method 2
monte_r 10
dpka_dielect 50

end
end
end

Notice that in this input, we do not specify any particular residue to titrate. When this
is the case,MOLARIS, by default, titrates all possible ionizable residues. Should the user
want to titrate individual residues, one should use the keyword described in the previous
example.

The output of this run, contains all the titration curves from the ionizable residues.
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dpka_dielect 80 dpka_dielect 20
pH GLU 2 HIS 3 ARG 1 pH GLU 2 HIS 3 ARG 1
0.00 0.000 1.000 1.000 0.00 0.000 1.000 1.000
0.50 0.000 1.000 1.000 0.50 0.000 1.000 1.000
1.00 -0.001 1.000 1.000 1.00 -0.001 1.000 1.000
1.50 -0.002 1.000 1.000 1.50 -0.002 1.000 1.000
2.00 -0.005 1.000 1.000 2.00 -0.005 1.000 1.000
2.50 -0.016 1.000 1.000 2.50 -0.017 1.000 1.000
3.00 -0.050 1.000 1.000 3.00 -0.967 1.000 1.000
3.50 -0.157 0.999 1.000 3.50 -0.991 1.000 1.000
4.00 -0.453 0.997 1.000 4.00 -0.997 1.000 1.000
4.50 -0.806 0.992 1.000 4.50 -0.999 0.999 1.000
5.00 -0.941 0.973 1.000 5.00 -1.000 0.998 1.000
5.50 -0.982 0.918 1.000 5.50 -1.000 0.994 1.000
6.00 -0.994 0.770 1.000 6.00 -1.000 0.980 1.000
6.50 -0.998 0.496 1.000 6.50 -1.000 0.923 1.000
7.00 -0.999 0.234 1.000 7.00 -1.000 0.285 1.000
7.50 -1.000 0.089 1.000 7.50 -1.000 0.088 1.000
8.00 -1.000 0.030 1.000 8.00 -1.000 0.030 1.000
8.50 -1.000 0.010 1.000 8.50 -1.000 0.010 1.000
9.00 -1.000 0.003 1.000 9.00 -1.000 0.003 1.000
9.50 -1.000 0.001 0.999 9.50 -1.000 0.001 1.000
10.00 -1.000 0.000 0.997 10.00 -1.000 0.000 1.000
10.50 -1.000 0.000 0.991 10.50 -1.000 0.000 0.999
11.00 -1.000 0.000 0.972 11.00 -1.000 0.000 0.997
11.50 -1.000 0.000 0.914 11.50 -1.000 0.000 0.991
12.00 -1.000 0.000 0.761 12.00 -1.000 0.000 0.970
12.50 -1.000 0.000 0.489 12.50 -1.000 0.000 0.882
13.00 -1.000 0.000 0.232 13.00 -1.000 0.000 0.261
13.50 -1.000 0.000 0.089 13.50 -1.000 0.000 0.087
14.00 -1.000 0.000 0.030 14.00 -1.000 0.000 0.030
14.50 -1.000 0.000 0.010 14.50 -1.000 0.000 0.010
15.00 -1.000 0.000 0.003 15.00 -1.000 0.000 0.003
15.50 -1.000 0.000 0.001 15.50 -1.000 0.000 0.001
16.00 -1.000 0.000 0.000 16.00 -1.000 0.000 0.000
16.50 -1.000 0.000 0.000 16.50 -1.000 0.000 0.000
17.00 -1.000 0.000 0.000 17.00 -1.000 0.000 0.000
17.50 -1.000 0.000 0.000 17.50 -1.000 0.000 0.000
18.00 -1.000 0.000 0.000 18.00 -1.000 0.000 0.000
18.50 -1.000 0.000 0.000 18.50 -1.000 0.000 0.000
19.00 -1.000 0.000 0.000 19.00 -1.000 0.000 0.000
19.50 -1.000 0.000 0.000 19.50 -1.000 0.000 0.000
20.00 -1.000 0.000 0.000 20.00 -1.000 0.000 0.000
20.50 -1.000 0.000 0.000 20.50 -1.000 0.000 0.000
21.00 -1.000 0.000 0.000 21.00 -1.000 0.000 0.000
21.50 -1.000 0.000 0.000 21.50 -1.000 0.000 0.000
22.00 -1.000 0.000 0.000 22.00 -1.000 0.000 0.000
22.50 -1.000 0.000 0.000 22.50 -1.000 0.000 0.000
23.00 -1.000 0.000 0.000 23.00 -1.000 0.000 0.000

Table 3.42: The titration curves given byMOLARISare printed at the end of each output �le. Here, as an
example, two different titrations are given using dielectric constants of 80, i.e. the �rst four columns, and 20,
i.e. in the last four columns.
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Because the info are too much,MOLARISprints the titration curves not only in the output
�le, but also in the �le namedtitra_curv.out.

3.5.7 Calculations of ionic strength effects

Electrostatic interactions between macromolecules and their cofactors or substrates can de-
pend on the concentration of ions in the surrounding solution. While such effects are usu-
ally less important than the interaction between the macromolecule and its cofactor[2], they
might be of interest. ThePOLARIS program evaluates the effect of the ions in solutions
(the ionic strength effect) by solving the Poisson-Boltzmann equation using the approach
of Pack and coworkers (e.g., ref. [106]). This is done iteratively for the residual charges
on a cubic grid that surround the solvated macromolecule. The calculations are done on
a macroscopic level treating the interactions between the macromolecule charges and the
solution ions (reisual charges) with a dielectric constant� =78.0 and using the same� for
the interaction between the residual charges (you can also change� from this default op-
tion value). This approximation is both very effective and quite reliable. The calculations
assume that the Helmholz layer (from which speci�c ion typesare excluded) starts at 3 Å
from the closest solute atom.

To obtain the ionic strength corrections, just activate thecorresponding option in
set_opt sublevel keyword inpre_pol level keyword, underPOLARIS task key-
words in MOLARIS (see ref. manual). This is demonstrated in the demo directory
pl_ionic_strength which considers the effect of the ionic strength or thepK aof HIS 64
in subtilisin (see [13]). The demo input �le looks like:

../pdb/sub.pdb
polaris

pre_pol
ionres 32
set_opt
ionic 1 1.0 #ionic strength effect is calculated
end #and the value for ionic concentration

pka_pdld
reg1_res 64
config 0 2

md_parm_r
nsteps 1000

end
md_parm_w
nsteps 300
end
md_parm_p
nsteps 1000
end

end
end

end

The relevant part of the output will appear in the pKa_pdld.out �le and will look like:

----------------------------------------
Summary of pKa for the different configs
----------------------------------------

PDLD SEMI-MACROSCOPIC ESTIMATE FOR pKa
......................................
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effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

pKa_intr for str. 1 1.65 4.14 4.97 5.39 5.95 6.29 6.47

pKa_intr for str. 2 3.38 5.01 5.55 5.83 6.04 6.34 6.49

--------------------------------------------------- -------------------------
aver pKa_int 2.51 4.58 5.26 5.61 5.99 6.32 6.48

estimated apparent pKa 5.70

average ddE_ionic = 0.581 ion concentration = 1.0M

3.5.8 Redox Potentials of Proteins

Much has been learned about the overall properties that determine the redox potential,
which provides the driving force for electron transfer reactions. However, it is still not clear
how all the key residues, which are in close proximity to the heme group in cytochrome C,
contribute to the observed redox value.

Recent advances in site-speci�c mutagenesis provide a powerful tool to dissect the con-
tributions to the observed redox potential that arise from any speci�c residue. Apparently
the redox potential is controlled by the interrelated contributions from the entire surround-
ing of the heme moiety. Changes in one residue can be accompanied by changes in the
protein and water environment. This effect, which can be formally considered as a di-
electric effect, might include signi�cant structural changes of the protein and/or local re-
arrangement of a few water molecules at the site of the mutation. Thus, a quantitative
understanding of the effect of a point mutation requires some type of structure-redox cor-
relation. Such a correlation requires computational analysis of the relationship between the
redox energetics and the heme environment in addition to structural studies based on X-ray
crystallography.

Such an approach is provided by theredox_pdld feature ofPOLARIS. The method has
been found suf�ciently reliable to reproduce the observed effect of different mutations and
has provided a more comprehensive understanding of structure and function relationships
of redox proteins. For example, the method has been validated in correlations linking amino
acid sequence changes to the redox potential of electron transfer reactions in proteins using
the Asn52->Ile mutation in cytochrome c as a test case. Other examples are provided by
calculations of the energetics of photosynthetic proteins(see ref.[112]) and studies of iron-
sulfur proteins (see refs.[113, 114]). Practical instructions for redox calculations using the
POLARISprogram are given below.

The redox potential is the potential required to take the given cofactor from the state of
higher absolute charge (say state A) to the state of lower absolute charge (say state B) in
the presence of Region II and water.

As in the case ofpK a calculations, we use the trick of eq. (3.8) where the redox
potential of the given group in water is the reference for theevaluation of the absolute
redox potential of this group in its actual protein site:

� � p
1=2 =

� �� Gw! p
sol

F
+ � � w

1=2 (3.16)
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where F is the Faraday constant,� � 1=2 is the midpoint redox potential of the given
molecule, while p and w designate protein and solution, respectively. If the experimen-
tal value of the redox potential in pure water is not known theuser should type 0.0. To
calculate the redox potential, you can either typeredox_pdld at the prompt `command>`.
Calculations of redox potential involve an average over several protein con�gurations and
they re�ect, correctly, the effect of the protein reorganization energy.

The average PDLD/S estimate of the free energy and redox potential is obtained as
follows. First we evaluate the PDLD/S-LRA free energy for the oxidation procedure (a
minus sign will make it a reduction procedure)

�� Gw! p
redox = � �� Gw! p

redox (D ! D + ) (3.17)

= �
1

2m

X

m

([� Gw! p
pdld=s(D ! D + )D + + � Gw! p

pdld=s(D ! D + )D ]

(3.18)

where m is the number of con�gurations generated by MD simulations, D and D + are
the reduced and oxidized donor (heme+ligands), respectively and ( )D + designates the
corresponding con�guration generated during an MD averageover D. The�� G is already
treated as the rigorous free energies (within the LRA approximation) while the�� Gpdld=s

is the PDLD/S effective potential. (See ref. [115]).
To familiarize yourself with redox calculations it is useful to run the following exam-

ple for the blue copper protein withPOLARIS com �le for redox - bc_redox.inp in the
pl_redox_pdld directory of the demo. The input looks as follows:

../pdb/pc.pdb
analyze

allres
resatom 100
resatom 84
resatom 87
resatom 37
resatom 92

end
polaris

redox_pdld
reg1_res 100 84 87 37 92 #Coordinates and charges of Reg I
ab_crg 530 0.000 0.000
ab_crg 531 0.000 0.000
ab_crg 532 0.000 0.000
ab_crg 533 0.000 0.000
ab_crg 534 0.000 0.000
ab_crg 535 0.000 0.000
ab_crg 536 0.000 0.000
ab_crg 537 0.035 0.035
ab_crg 538 -0.227 -0.302
ab_crg 539 0.187 0.187
.
.
redox_w 500 #value of E(1/2) in water
config 1 5
.
.
.

end
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The output �le (redox_pdld.out) contains at its end the following results:

***************************************************
PDLD SEMI-MACROSCOPIC ESTIMATE FOR REDOX IN PROTEIN
***************************************************

effective dielectric 2 4 6 8 20
(epsilon-p)

redox for structure 1: 662.52 581.25 554.16 540.61 512.93

redox for structure 2: 664.33 582.23 554.86 541.18 514.73

redox for structure 3: 658.27 579.16 552.79 539.60 514.22

redox for structure 4: 605.21 552.65 535.13 526.37 508.65

redox for structure 5: 599.73 549.84 533.21 524.90 509.92

-----------------------
average (mV) : 638.01 569.02 546.03 534.53 512.09

One of the best demonstrations of the usefulness ofPOLARISis provided by the exten-
sive study of redox property of iron sulfur proteins (see ref. [114]). The user can examine
this important class of proteins by running the demo com �le in redox/Fe_S.cluster.

3.5.9 Calculations of binding free energies

The development of a reliable method for the evaluation of absolute binding free energies
of ligand protein complexes is of signi�cant practical and fundamental interest. An effec-
tive method should provide a guide for rational drug design and help in providing a deeper
understanding of structure function correlation in proteins. Reliable estimates of binding
free energies should help in identifying and re�ning lead compounds in computer-aided
drug design. Different strategies can be used in studies of absolute binding energies. This
include formally rigorous approaches such as the Free Energy Perturbation (FEP) method,
which is usually restricted to mutations of small parts of the ligand and the all-atom Lin-
ear Response Approximation (LRA) and its variants, which allows one to calculate the
absolute binding energy of relatively large ligands. More approximated and signi�cantly
faster approaches, which frequently focus on electrostatic energies, are also quite effective.
These include the scaled Protein Dipoles Langevin Dipoles (PDLD/S) method and the LRA
version of this approach (PDLD/S-LRA) as well as other approaches.

POLARIS provides the unique opportunity of evaluating binding freeenergy by the
most effective approaches including the PDLD/S-LRA, LRA and LIE. It also provides the
ability (which is not common to other programs) of comparingthe different approaches
and understanding their interrelations. The main points are clearly discussed in [59]

In order to understand the philosophy behind our calculations of binding free energies
it is useful to start from the general binding cycle depictedin Fig. 3.13. In the upper cycle
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Figure 3.13: A thermodynamic cycle that describes the binding of a ligand to a protein and provides a clear
de�nition of the LRA and LIE approximations. The electrostatic contributions to the binding free energy,
� Gw

elec;` and� Gp
elec;` 0 can be calculated reliably by using the LRA method for the process of “uncharging”

the residual charges of the polar ligand to zero in water (a ! b) and in protein (c ! d), respectively. The
estimation of the� Gbind;` 0 term considers the lower cycle (b ! e ! f ! c) and can be carried out by a
shrinking process describe in the text.
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(a ! b ! c ! d), we start by taking the ligand (`) in water and “uncharging” it by setting
all the residual charges to zero. Next we take the non-polar ligand (̀ 0) and bind it to the
protein. Finally we recharge (`0) in the protein active site. The binding free energy is now
given by:

� Gbind;` = � Ga! b + � Gb! c + � Gc! d

= � � Gw
elec;` + � Gbind;` 0 + � Gp

elec;` (3.19)

where� Gbind;` 0 is the free energy of binding the non-polar ligand to the protein, while
� Gw

elec;` and� Gp
elec;` are the electrostatic free energies associated with charging the ligand

in water (w) and in protein (p), respectively.
Below we describe several strategies for evaluating the three terms of eq. 3.19.

PDLD/S-LRA calculations of binding free energies

The most crucial trick in the cycle of Fig. (3.13) is the formulation of the binding free
energy as a sum of well de�ned electrostatic terms plus a moreelusive term (� Gbind;l 0) that
represents the binding of the uncharged ligand [6]. The electrostatic terms lend themselves
to a convinient evaluation by the LRA and PDLD/S-LRA method;In particular, we can
use the thermodynamic cycle of Fig. (3.14), which is in fact the PDLD/S equivalent of the
cycle of Fig. (2.12) and the upper cycle of our original LRA study [6]. Now the relevant
PDLD/S-LRA electrostatic contributions are given by

� Gelec
bind;` = � Gelec

p;` � � Gelec
w;` + � Gelec

bind;` 0 (3.20)

In evaluating the �rst two terms of Eq. 3.20, we start by considering a single con�gu-
ration (s) for the protein-ligand complex and a single con�guration (s') for the dissociated
complex. The effective electrostatic potential for both the a ! b andc ! d steps are
evaluated by the PDLD/S approach, where the results of the microscopic PDLD model are
scaled by considering the external cyclesc ! c0 ! d0 ! d anda ! a0 ! b0 ! b. These
cycles involve a change of the dielectric constant of the solvent around the protein from that
of water,"w, to the value of the so-called protein dielectric," in , (this parameter represents
the contributions which are not treated explicitly[74]). The overall potentials for the two
cycles are given by

(� Gp
elec;`)s = �Up

elec;` = (3.21)
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Figure 3.14: A thermodynamic cycle for calculating bindingenergy using the PDLD/S method. The inner
binding cycle (a ! b ! c ! d) is equivalent to that of Fig. (3.13) and to a part of the cycleused by Lee
et al.[6] The electrostatic terms associated witha ! b andc ! d are evaluated by the external cycles in
the �gure (a ! a0 ! b0 ! b andc ! c0 ! d0 ! d) and are evaluated by using Eqs. 3.22 with� in = 4 .
The free energy� Gbind ;` 0, and the other contributions of� Gbind ;` 0, are evaluated by Eq. 3.26 using an
approximation to theb ! e ! f ! c cycle.

where we use�U rather thanU to designate the fact that�U is an effective potential rather
than the fully microscopic potential of the previous sections. � Gsol denotes the electro-
static contribution to the solvation free energy of the indicated group in water (e.g., � G`+ p

sol
denotes the solvation of the protein-ligand complex in water). To be more precise,� Gsol

should be scaled by1=(1 � 1="w) but this small correction is neglected here. The values
of the � Gsol's are evaluated by the Langevin dipole solvent model.U`

q� is the electro-
static interaction between the charges of the ligand and theprotein dipoles in vacuum (this
is a standard PDLD notation). In the present caseU`0

q� = 0. U`
intra is the intramolecu-

lar electrostatic interaction of the ligand. Now the PDLD/Sresults obtained with a single
protein-ligand con�guration cannot capture properly the effect of the protein reorganiza-
tion (see discussion in Sham et al.[65]) and a more consistent treatment should involve the
use of the LRA or related approaches (e.g., [6, 65]). This approach provides a reasonable
approximation for the corresponding electrostatic free energies by using the equivalent of
Eq. 2.21:

� Gx
elec;` =

1
2

�
h�Ux

elec;` i `0 + h�Ux
elec;` i `

�
(3.23)

wherex is p or w. The effective potential�U is de�ned in Eq. 3.22,hi` andhi`0 designate
an MD average over the coordinates of the ligand-complex in their polar and non-polar
forms. It is important to realize that the average of Eq. 3.23is always done where both
contributions to the relevant�Uelec are evaluated at the same con�gurations. That is, the
PDLD/S energies of the polar and non-polar states are evaluated at each averaging step by
using the same structure. However, we generate two set of structures one from MD runs
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on the polar state and one from MD runs on the non-polar state.This is basically the same
approach used in the microscopic LRA but now with the effective potential�Uelec.

Next we have to evaluate the binding free energy of the non-polar ligand, � Gbind;` 0,
of the lower cycle of Fig. (3.14), where we mutate`0 to a shrinked ligand̀00. This muta-
tion procedure gives more stable results than those obtained by our previous strategy that
involved the directb ! c step, which requires a direct evaluation of the solvation en-
ergy of the isolated protein. In implementing stepf ! c, it is not so practical to use the
LRA approach. The problem is that running trajectories withthe potential of̀ 00may lead
to exponentially large contributions from the vdW energiesof `0. Thus, we approximate
� G`00! `0 by

� Gp;elec
`00! `0 � h �Up

elec;`0i `0 � h �Up
elec;`00i `00 = h�Up

elec;`00! `0i `0 (3.24)

where we average the PDLD contributions for`0 over trajectories obtained with the poten-
tial of `0and average the contributions from`00over trajectories obtained with the potential
of `00. The effect of the protein reorganization upon change from`00to `0 is neglected, since
it is assumed that the major part of the protein relaxation occurs in the charging step̀! `0

(see however, ref. [34]). One may wonder why our electrostatic contribution is different
than zero since the protein-ligand electrostatic interaction is zero and thus the correspond-
ing FEP or LRA contribution will be zero. However, in an actual FEP procedure, that
considers thè0 ! `00transformation, the non-zero van der Waals contribution depends
on the reorganization of the system. This contribution re�ects the change in protein-water
(rather than protein-ligand) electrostatic interaction as a result of water penetration and this
effect is approximated by our� Gp;elec

`00! `0. The same approximation used in the evaluation of
� Gp;elec

`00! `0 is used for the vdW and hydrophobic term giving

� Gp;vdW
`00! `0 � � Gw;vdW

`00! `0 + � Gp;hyd
`00! `0 � � Gw;hyd

`00! `0 =

= h�Up
vdW;` 0i `0 � h �Up

vdW;` 00i `00 + h�Up
hyd;` 0i `0 � h �Up

hyd;` 00i `00 (3.25)

where�UvdW , designates the PDLD vdW interaction and�Uhyd designates the �eld-dependent
PDLD hydrophobic energy.[13] Now our �nal expression for� Gbind;` 0, is

� Gbind;` 0 = � Gp
`00! `0 � � Gw

`00! `0

= � Gp;elec
`00! `0 + � Gp;vdW

`00! `0 + � Gp;hyd
`00! `0 �

� � Gw;vdW
`00! `0 � � Gw;hyd

`00! `0 � T(�� S0
`0)w! p

= � GP DLD=S
bind;` 0 � T(�� S0

`0)w! p (3.26)

The term(�� S0
`0)w! p represents the loss of con�gurational entropy upon moving`0 from

water to the protein active site rather than that associatedwith e ! f step. This is, of
course, not the case in FEP studies where the entropic contribution is obtained in thè0 !
`00steps. Finally, we scale the contributions to� Gbind;` 0, by � and use

� Gbind;` 0 = �
n

� GP DLD=S
bind;` 0 �  [T(�� S0

`0)0]
o

(3.27)

The results of our calculations depend, of course, on the ionization state of different
protein residues and thus on the pH of the surrounding solvent. This pH effect can be
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calculated by our PDLD/S-LRA approach. In this approach, wecalculate �rst the intrinsic
pK a of each ionizable residue and then evaluate the effective interaction between these
residues by a hybrid approach (for details see [65]). The calculations include the ligand (`)
in its polar state. At any rate, we can write (this is eq. 12 from [59])

� Gelec=PDLD =S� LRA
bind =

1
2

� h
h�Up

elec;`i `0 + h�Up
elec;`i `0

i
�

h
h�Uw

elec;`i `0 + h�Uw
elec;`i `0

i �
(3.28)

and with the non electrostatic term we get:

� GPDLD =S� LRA = � Gelec=PDLD =S� LRA + � Gbind;` 0 (3.29)

PDLD/S-LRA/ �

Instead of calculating the electrostatic and non-electrostatic contribution to the binding
free energy with the PDLD/S-LRA method, one may also approximate the free energy of
binding using (eq. (13) from [59]):

� GP DLD=S � LRA=�
bind = � Gelec=P DLD=S � LRA

bind + � (hUp
vdw;l i l � h Uw

vdw;l i l ) (3.30)

where� Gelec=P DLD=S � LRA
bind is calculated according to the equivalent of equation 3.23

- just as it is done in the standard PDLD/S-LRA approach descibed above - and the non-
electrostatic van der Waals term is scaled, using multiple linear regression analysis de-
scribed in the next section, to �t the experimental binding free energy. This approach, re-
ferred to as the PDLD/S-LRA/� method [59], together with LIE and LRA-type approaches
were successfully applied to calculate the free energies ofbinding of series of inhibitors
complexed to various proteins [59]. As an example we illustrate the use of the PDLD
routines ofMOLARISto calculate the free energies of binding of inhibitors complexed to
HIV Protease. All necessary input �les can be found in the directorypdld_bindof your
MOLARISdistribution. The input �lebind_1.inplooks like this:

relax.pdb keepnoh #load the PDB file
y

enzymix # enter enzymix for initial relaxation
relax

md_parm
np 5000
ss 0.001
temp 30

end
end

end
polaris #enter the POLARIS module

pre_pol #set some parameters for PDLD
ionres 25 #ionize ASP25 Achain

end
bind_pdld #enter he PDLD binding routines
reg1_res 199 #identify region I

config 0 4 #configurations to be done
md_parm_r #relaxation dynamics

np 45000
stepsize 0.001
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constraint_1 3.0
constraint_2 0.01
induce 2
indforce 1

end
md_parm_w #dynamics in water

stepsize 0.001
np 1200
constraint_1 3.0
induce 2
indforce 1

end
md_parm_p #dynamics in the protein

np 1200
stepsize 0.001
constraint_1 3.0
constraint_2 0.01
induce 2
indforce 1

end
end

end
end
end

In fact, using this input results in various output �les generated byMOLARIS. For the
PDLD/S-LRA/� approach the most important �le produced isbind_pdld_s_lra_beta.out,
as it contains all the contributions necessary to calculatethe free energy of binding. How-
ever, also the �lemd_lie.outandmd_lra.outare being generated byMOLARISoffering the
possibility of LRA or LIE analysis.

Apart for most PDLD-related energy terms that have already been covered in the
POLARIS section, the calculated free energies of binding can be found at the very bot-
tom of the �le bind_pdld_s_lra_beta.out:

calculated PDLD/S-LRA/Beta binding free enregy
.....................................

dG_bind = c1 * ddV_elec (PDLD)+ c2 * ddV_nonelec (from MD)
= ddG_elec + ddG_nonelec

c1 ddG_elec c2 ddG_ne dG_bind
--------------------------------------------------- ---------------------

PDLD/S-LRA/Beta estimate 0.50 -2.66 0.25 -7.75 -10.41
--------------------------------------------------- ---------------------

Thus, our calculated absolute free energy of binding using ascaling factor of 0.25 for
the non-electrostatic contribution stands at -10.41 as opposed to the experimental result of
-10.40 kcal/mol [59].

Linear regression (QSAR) treatment of the PDLD/S-LRA results

As we noted [116] the predictive power of the PDLD/S approachcan be increased by
introducing an ad-hoc linear regression approach which involve scaling of the different
free energy terms. That is, in analyzing the binding of different ligands to a given protein
we may write:

� Gbind = C1(� Gelec
p;` � � Gelec

w;` ) + C2� GPDLD =S
bind;` 0 � C3[T(�� S0

`0)0] (3.31)
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Here the Ci s are correlation coef�cients. The correlation terms can bedetermined by
performing the calculations on several ligands and using a standard linear regression treat-
ment (which can be found in standard softwares such as Excel and Mathematica) and mini-
mizing the difference between the calculated and the observed. With optimized correlation
coef�cients you can study new ligands. Note that this approach is not much different than
standard QSAR treatments except that now we deal with more quantitative energy contri-
butions.

LRA, LIE and the LRA/ � approach

POLARIS allows you to evaluate binding free energies by the more rigorous but much
more expensive all-atom LRA [8, 34] and LIE [117] approaches. These two closely related
approaches (see discussion in ref. [34]) involve the thermodynamic cycle of Fig. 3.13
whose binding energy is given by Eq. 3.19. The electrostaticcontributions in this equation
can be evaluated by the microscopic LRA method using:

� Gw
elec;` =

1
2

(< � Uw
elec;`0! ` > ` + < � Uw

elec;`0! ` > `0) (3.32)

=
1
2

(< � Uw
elec;` > ` + < � Uw

elec;` > `0)

� Gp
elec;` =

1
2

(< � Up
elec;`0! ` > ` + < � Up

elec;`0! ` > `0)

=
1
2

(< � Up
elec;` > ` + < � Up

elec;` > `0)

whereUelec;` designates the electrostatic interactions between the ligand and its surround-
ing. Here� Uelec;`0! ` = Uelec;` � Uelec;`0 and we make use of the fact thatUelec;`0 = 0. Now
we obtain from Eqs. 3.19 and 3.32:

� GLRA
bind;` =

1
2

h
(< U p

elec;` > ` + < U p
elec;` > `0) � (< U w

elec;` > ` + < U w
elec;` > `0)

i

+� Gbind;` 0 = (�� Gw! p
elec;`)

LRA + � Gbind;` 0 (3.33)

This is eq. (6) in [59] (where it has asmall typo of '-' insteadof '+'). � Gbind;` can be
obtained by the lower cycle of Fig 3.13 (b ! e ! f ! c). In this cycle we shrink the
non-polar ligand,̀ 0, to nothing,̀ 00, in water, then bind the zero size ligand to the protein,
and �nally grow it back to its original size in the protein. This gives:

� Gbind;` 0 = � Gp
`00! `0 � � Gw

`00! `0 + � Gbind;` 00 (3.34)

The terms� Gw
l00! l0 and� Gp

l00! l0 can be evaluated, at least in principle, by FEP approaches
or related treatments (see ref. [34]). In most cases we prefer to use the PDLD/S estimate of
Eq. 3.27. Several approximations can be applied to Eq. 3.33.One useful approach involves
the neglect of< U elec;l > l0. This is justi�ed for a charging process in water where the water
dipoles are oriented randomly around the non-polar state and the solvationenergy is given
by 1=2 < U w

elec;l > l0[2]. In proteins, however, it is not fully justi�ed to neglect < U p
elec;l > l0,
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since the protein environment can remain preoriented even in the presence of the non-polar
ligand (see ref. [34]). At any rate one may try to use the approximation:

� Gbind;`
�=

1
2

(< U p
elec;` > ` � Uw

elec;` > ` ) + � Gbind;` 0 (3.35)

This expression leads to the so called LIE approximation [117], which expresses the
binding energy as (eq. (7) in [59]):

� GLIE
bind;` = � (< U p

elec;` > ` � < U w
elec;` > ` ) + � (< U p

vdw;` > ` � < U w
vdw;` > ` ) (3.36)

where� and � are scaling constants whileUelec` designates the electrostatic interaction
between the ligand and its surrounding. The rational for this has been provided in ref.
[117] by a some what less rigorous way than that used in deriving Eq. 3.33. That is,
qvist et al. [117] considered the electrostatic part of the binding process as a transition
from a state (state A) with the isolated ligand in the gas phase and a protein with a ready
made cavity (in the shape of the ligand) to a state (state B) where the ligand is bound
to the protein. The electrostatic contribution of this process was estimated by the LRA
approximation. Although such a process is conceptually valid, it is dif�cult to treat the
potentialUA in actual calculations without introducing an actual non-polar ligand (or a
related constraint) in the cavity. This problem was removedin a recent work[118], which
essentially used the cycle introduced earlier by Lee et. al.[6] (the a ! b ! c ! d cycle
of Fig. 3.13 of the present work and the upper cycle of Fig. 1 ofref. [6]) to jusify the LIE
approach. The cycle of ref. [118], however, keeps the intramolecular interactions within
the ligand, upon annihilating the ligand-protein electrostatic interaction, while Lee et. al.
also annihilated the intramolecular interactions within the ligand. Now the LIE approach
evaluates the�� Gbind;` 0 term using the vdw interactions of the polar rather than non-polar
ligand (this is needed since the LIE does not involve simulations of the non-polar ligand).

As stated above our LRA approximation of Eq. 3.33 combines the approach used by
Lee et. al.[6] in the �rst implementation of the LRA treatment in calculations of binding
free energies with a microscopic estimate of the entropic term. This approach retains the
rigorous LRA terms of Eq. 3.33 but approximates� Gbind;` 0 by the PDLD/S contribution,
but we also use an approach called LRA� where� Gbind;` 0 is estimated in the same way as
in the LIE approach by the ad-hoc scaling ofVvdw . In this case we use (eq. (8) in [59]:

� GLRA =�
bind =

1
2

h
(< U p

elec;` > ` � < U w
elec;` > `) + ( < U p

elec;` > `0 � < U w
elec;` > `0)

i

+ � (< U p
vdW;` > ` � < U w

vdW;` > ` ) (3.37)

The all-atom LRA, LRA' and LIE calculations are done automatically during the
PDLD/S calculations and the corresponding results are given in the �les called lra.out,
md_lra.out and md_lie.out.

Group contributions to binding

The PDLD/S approach can also be useful in estimating the electrostatic contribution of
each protein residue to the binding process. Theses contributions can provide a 'road map'
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for locating 'hot' residues whose mutations are likely to change the functional properties
of the protein [119]. The electrostatic contribution of thei th residue [120] is de�ned as the
change in the electrostatic contribution to the binding upon mutation of the ith residue to a
Gly or upon turning off the residual charges of the ith residue.

(�� G(i )
bind ) = <

U(i )
q�

" in
> + < � G`+p

sol � � Gp
sol > (i ) (

1
" in

�
1
"w

) (3.38)

where < >(i ) is the contribution to indicated term from the ith residue. Since the effect of
the solvent around the protein is expected to be small when a nonionized residue becomes
a non polar residue, we can approximate Eq. 3.38 by:

(�� G(i )
bind )unionized = <

U(i )
q�

" in
> (3.39)

For an ionized residue it has been found [120] that the best result is obtained with the
simpli�ed expression:

(�� G(i )
bind ) ionized = <

U(i )
q�

"ef f
> (3.40)

where"ef f is the effective dielectric of Eq. 3.13.
This evaluation of the group contributions is done automatically during the PDLD/S

calculation of the absolute binding energy. The results aresummarized at the beginning of
the bind_pdlds.out �le along with the corresponding average distance between the residue
to the center of the bound ligand.

3.5.10 Ion channels

The POLARIS program provides a powerful way of studying ion channels (particularly
when coupled with an automatic generation of channel con�gurations by the program
ENZYMIX). The program can provide the energy pro�le for the ion penetration through
a channel within the membrane taking into account the different electrostatic contributions
from the channel's permanent dipoles, the water molecules inside and outside the channel
and the membrane induced dipoles. Extensive studies are described in refs. [121, 122]. An
example for Na+ in a Gramacidin channel is given in: [123] old POLARIScom �le for

channel - channel.com

3.5.11 Calculating electric �elds

If the keywordfield is activated in theset_opt sublevel keyword inpre_pol level
keyword, underPOLARIS task keywords inMOLARIS(see ref. manual) (it has a default
value of 0), then the program will create a �le calledfield.dat . This �le contains the
coordinates of all of the protein atoms and Langevin dipolesin the system and the electric
�eld vector at each point. This �eld is due to the state A charges, the region 2 charges and
the Langevin dipoles. The �le is formatted with the following format of each record:

� Format: [5X,3F8.3,5X,3F8.3,5X,I5] - �rst three numbers are the coordinates of the
point and the last three real numbers are the electric �eld vector, the �nal integer is 1 for
region one atoms, 2 for region two atoms and 3 for Langevin dipoles.
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The coordinates are in Å and the electric �eld is in units of kcal/(electron charge x Å).

The �le �eld.dat can be plotted by the programMOLARISor by one of the users own
programs. If you do not haveMOLARISone way to plot the �eld is to generate atom pairs
from each �eld vector, to incorporate these pairs in the PDB �le and then to plot them
assigning, say, blue and red colors, respectively, to the �rst and second atom in each pair.

3.5.12 LD calculations using Chemsol

The program ChemSol is designed for the calculations of solvation free energies by using
a Langevin Dipoles (LD) model of the solvent. The implementation, parameterization
for aqueous solution, and some applications of the model aredescribed in detail in refs.
Florián, 1997 and Florián, 1999. To obtain a copy of these manuscripts send an e-mail to
Jan Florián (�orian@rcf.usc.edu). Also, you can go to our web pagehttp://laetro.
usc.edu for contact information and for running ChemSol on-line free of charge.

Copies of the program ChemSol can be downloaded free of charge from anonymous ftp
at: ftp.usc.edu, directory pub/warshel/cs.

3.6 Using the CG model

The CG model described in section 2.3 can be used in many applications. Some are con-
sidered below, as well as instructions and demos for the CG calculations.

3.6.1 Trimming
We start this practical part by showing how you can use a smallprotein (such as PDB ID
1SSO) as an input, and create a trimmed, i.e. coarse-grained, representation of it. The input
�le looks like this:

./sso_100ps_relax.pdb fold2 0 0 0 0 # PDB input file

analyze
allres
makepdb

file_nm sso_simp.pdb
residue all

end
end # End of analyze
end # End of Molaris

In the following examples, as was done in previous sections,the bold characters denote
a keyword, and with italic we denote aMOLARIS"level". For example, from the input
given above,allres is a keyword. On the other hand,analyzeandmakepdbareMOLARIS
levels. The text followed by the input �le - "fold2 0 0 0 0" in the example above - consists
of the arguments to trim the amino acid residues accordingly.

Theanalyzelevel of the input �le will produce a new pdb �le from the coordinates of
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1SSO in a CG representation. The name of the newly created PDBis sso_simp:pdb. If
we do omit theanalyzesection - thus no pdb �le will be produced - only a topology �le
will be produced, containing the coordinates of the protein1SSO in a CG representation.
As in previous examles, the topology �le is in a binary form - as opposed to the pdb �les
and some otherMOLARISoutput �les in ASCII format. This binary can be used directly
as a coordinate input, just like a pdb �le. All input �les necessary to run the CG demos
described here can be found in the current checkout of the folder demo/cg_demo of your
MOLARISdistribution. The input �les required for trimming a protein in MOLARISare
cg_trim:inp and the �lesso_100ps_relax:pdb

3.6.2 Run a coarse grained protein relaxation and perform basic cal-
culations

The input �le cg_relax.inp in the directory demo/cg_demo contains instructions for a stan-
dard relaxation run inMOLARISusing the simpli�ed (CG) model:

#./sso_100ps_relax.pdb fold2 0 0 0 0 # Explicit PDB input fil e
./sso_simplified_structure.pdb # CG PDB input file

enzymix

relax

rest_out sso.res
md_parm

temperature 300
nsteps 100
ss 0.001
region2a_r 40
gas_phase 1
simple_side_crg_f ./sso_lib.out
nonbond_lj_uh 10 8
hb_simp_gas_parm 2.0 1.0 15.0

end

end

end

analyze

allres
makepdb

file_nm sso_sm_relax.pdb
residue all

end

end # End of analyze

end # End of Molaris
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A few keynodes regarding the input �le cg_relax.inp

Notice that the required pdb �le can be in either the explicitform, followed by the argu-
ments "fold2 0 0 0 0", or in a simpli�ed form, which was createdin an earlier run (without
any other arguments).

The rest of keywords/commands in therelax level are typical for this level, and the
user should be mostly familiar with them. The keywordgas_phasefollowed by the value
of 1, is used here because the simpli�ed model should be used without water molecules
as solvent. One of the many reasons for the creation of the CG model is to reduce the
dimensionality of the system by not using explicit water as asolvent. The introduction of
the self-energy term and the special treatment of the hydrogen bonds in the studied system
should implicitly account for the effect of solvent (water)in the system. The keywords
nonbond_lj_uh andhb_simp_gas_parmare related to the energy contributions for the
hydrogen bonds in our studied system.

In order to perform a relaxation of the protein, the charges of the simpli�ed ionizable
side chains (ASP, GLU, LYS, ARG, and HIS) have to be considered. When we require to
use certain charges for the ionizable residues, we can use the keywordsimple_side_crg_f,
followed by the name and the path of the �le containing the charges in a speci�c format.
In this example, the text �le which contains the charges, corresponding to an inonization
state in water at pH = 7, is calledsso_lib.out(see the demo folder in your current checkout
for this and all other required �les). It is useful to be familiarized with the setting of the
standard charges. Speci�cally, the text �lesso_lib.outlooks like this:

24 40 10
4 1.00
6 1.00
8 1.00

10 -1.00
11 -1.00
12 1.00
15 -1.00
18 1.00
20 1.00
21 1.00
24 1.00
27 1.00
34 -1.00
35 -1.00
39 1.00
42 1.00
47 -1.00
48 1.00
49 -1.00
52 1.00
53 -1.00
59 -1.00
60 1.00
62 1.00

At the �rst line of this �le, the following information is fedinto theMOLARIScode: 1)
the number of ionizable residues we take into account. Usually this number is equal to
the total number of ionizable residues. 2) the value of the dielectric constant used for the
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charge-charge interactions between the side chains. 3) thevalue of the dielectric constant
used for the charge-charge interactions between side chainand the backbone atoms. In the
previous example, at the �rst line of the �le, we de�ne the number of residues to be 24, the
dielectric constant between protein side chains to be 40, and the dielectric constant between
main chain atoms and side chain atoms to be 10.

The remaining lines of �le sso_lib.out are the ionizable residue numbers of the protein
1SSO, followed by the charge the user requires the residue tohave during theMOLARIS
run. For example residue 12, which is lysine, has been assigned a charge of +1. The empty
spaces between the columns are not affectingMOLARISto read this �le. The user can
assign any value for these residues, for example if we want residue 47 to be neutral, we can
simply change the charge from -1 to 0, like the following:

.

.
39 1.00
42 1.00
47 0.00
48 1.00

.

.

In considering the results of the relaxation run we will focus only on the results that are
relevant to the CG model.
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Output

If the input �le is run using sso_lib.out �le described above, then tthe output �le
cg_relax.outafter 100 steps of MD would contain the following:

Energies for the system at step 100:
--------------------------------------------------- ---------------------

...
The simplified side-chain charge-charge interaction is
eqq_simp -14.28

The simplified VDW interaction is
sim_vdw -2.88

The simplified (normal relaxation) hydrophobic is
e_hydro -13.43

From this part of the output, we clearly see that the simpli�ed side chain charge-charge
interactions are not zero.

In the output �le fragment above we see three terms printed: the total energy for sim-
pli�ed side chain charge-charge (electrostatic) interactions (eqq_simp), the total energy for
van der Waals (VDW) interactions (sim_vdw), and �nally the total hydrophobic energy
contribution of the non polar amino acid residues of the studied system.

3.6.3 MONTE CARLO (MC) Evaluation of Ionization states

One of the key requirements of the CG model is the evaluation of reliable charges for the
protein ionized groups. This is accomplished here by a MC treatment of equation 2.68.
The MC procedure involves a proton transfer (PT) process that can be used effectively in
constant pH simulations. The example below should serve as auseful starting point to get
you familiar with activating the MC procedure and provides afast and effective way for
obtaining apparentpKa-s of the protein residues.

Input �le

A relatively simple input �le for this process is cg_mcpt.inp (in your demo folder cg_demo)
containing several key features ofMOLARIS, and it performs one of the fundamental func-
tions of CG models, the evaluation of charges in a protein. The input �le looks like the
following:
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#./sso_100ps_relax.pdb
./sso_simplified_structure.pdb

cg_model

simp_to_expl_relax 1

simp_relax_steps 1 2

simp_mc_pt 1
ph 7
mc_steps 120

# Participated/protonated input
# -----------------------------

participated_res all
protonated_res 10 12 27 53 62

to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f_r 0.00 4.0

end # End of simp_mc_pt

md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
nonbond_lj_uh 10 8
gas_phase 1
constraint_2 0.0
hb_simp_gas_parm 2.0 1.0 15.0
no_elong

end

end # End of simp_to_expl_relax 1

end # End of CG_MODEL

end # End of MOLARIS

Brief Explanations

We can use the fully atomistic form of the protein (sso_100ps_relax.pdb) or the CG form
(sso_simp.pdb created in our 1st trimming excercise). In this example we do not use the
explicit one (it is commented out) but the CG form. Also notice the structure and the
sequence of the levels needed for this run. We start by getting into the level ofcg_model,
then the main level where our calculations will run, i.e.simple_to explicit_relax. But the
level where all the necessary information is input toMOLARISis simp_mc_pt. A brief
explanation as to why and how we use some of the keywords follows:

The keywordsph and mc_stepsare used to specify the pH and the number of MC
steps of our run. Note that these values are independent of the corresponding values of the
system when we are running our MD simulation. That means, forexample, that we can
have a pH of our system to be 7, but the MC pH could be at 5 withoutinterfering with the
original pH of the system.
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The keywordsparticipated_res speci�es, which ionizable residues participate in the
Monte Carlo proton transfer (MC PT) process. The argument "all" in this input �le next
to participated_res means that ALL possible default ionizable residues (ASP, GLU, LYS,
ARG, and HIS or its allotropic HIE), which are in the studied protein sequence, will be
included in the calculation. Another way of using this keyword is the following:

participated_res all except LYS
participated_res all except 12 53
participated_res 2 4 6 10 .......

In the �rst two lines of the previous input we specify all ionizable residues except for
certain exclusions. In the last example we specify ONLY certain residues. Feel free to use
all types of participated residues declarations and check the corresponding result.

The keywordprotonated_resspeci�es that the initial states of the declared residues
(the residues whose sequence number is declared after the keyword) are protonated. Since
this keyword controls the initial proton con�guration in the system, it therefore controls
the initial charges of the ionizable residues. Here we can use the sequence number of each
residue to declare it as protonated in the initial con�guration. Note that instead of using
protonated_res, one can use the keyword�le_prot_res to load a prede�ned (or previously
calculated) protonation state of the system. If such a �le isused the user should not use the
keywordprotonated_res.

The keywordsto_from_bulk_fq, bulk_grid_rp and bulk_f_r are used to calculate
energy values related to the proton transfer between bulk water surrounding the studied
protein and the protein's ionizable sites.

The keywordto_from_bulk_fq speci�es the frequency of a MC PT move between bulk
and protein. For example, if the frequency has the value of 2 as in this input �le, it means
that for each 2 MC trials, there will be 1 MC PT trial between the bulk and the protein.
For the remainder of the MC trials, a MC PT trial between protein sites only would be
attempted. The bulk - protein sites frequency is a matter, which requires further work,
but for the time being it has been decided that MC PT runs wouldhave a 50% frequency
occurrence for a PT trial between bulk and protein sites and 100% for a trial between two
protein sites.

The keywordbulk_grid_rp speci�es the grid spacing of virtual waters surrounding
the protein - a smaller grid spacing means a denser coverage of virtual waters around the
studied protein.

Finally, the keywordbulk_f_r speci�es the constants for the penalty function imple-
mented during a MC PT trial between bulk and protein sites. A brief description for the
penalty function is the following: A proton from water molecules, which constitute the bulk
surrounding the protein, should have a smaller probabilityto move (jump) into a protein
site, which is buried in the interior of the protein. On the other hand, a proton from the
bulk should have a much higher probability to reach a site that resides at the surface of the
protein. This issue can be controlled by introducing a penalty function, which increases the
energy of a MC PT trial if the proton has to cover a relatively long distance into the interior
of the protein. The magnitude of this distance and the penalty value introduced to the MC
PT trial are controlled by the two values used with the keyword bulk_f_r . The �rst value
controls the energy increase and the second value de�nes thedepth of the buried protein
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site.
The keywords used in themd_parm_simplevel have been explained in themd_parm

section ofMOLARISand will not be explained here.

Output

The results of the MC PT is printed in the output �le named mc_report_0.out. In this �le,
the user can �nd the following important results:

� The MC optimized charges of the protein.

� Self-energies of the ionizable residues.

� The total electrostatic energy of the system, i.e. the sum ofthe electrostatic contribu-
tions of the individual ionizable residues.

� The partial charges of the participated ionizable residues.

� The total amount of hydrophobic energy contributions of thenon-polar residues in
the protein.

� The total amount of polar energy contributions of the polar residues in the protein.

� The free energy of folding of the studied protein.

We will elaborate on each of the aforementioned results. After the MC PT has been
performed, the minimum electrostatic energy charges have been calculated, based upon
the self-energies and the charge-charge interactions of the participated residues. At the
beginning of the �le mc_report_0.out, we see an elaborate table. The �rst 4 columns
contain the values of the MC minimum electrostatic energy charges (third column) and
the partial charges (fourth column) of the participated residues (�rst and second column).
Although self-energies are not directly calculated by MC PT, they are an important part of
the CG model and are reported in the 7th column of the table. The other columns contain
information regarding intrinsic pK a contributions and unfolding contributions and will not
be discussed here. However, a portion of the table is shown below:

residue crg <qi> pKa pKa self E_pKa VQQ VQQ_mem E_elec E_pka E _pka
Intri appar e Intri res(i) res(i) total v2 water

--------------------------------------------------- --------------------------------------
4 K* 2 1.00 0.98 10.46 10.29 -0.09 -4.78 -0.12 0.00 -4.89 -0.09 -4. 69
6 K* 2 1.00 1.00 10.44 11.42 -0.05 -4.74 0.68 0.00 -4.06 -0.05 -4.6 9
8 K* 2 1.00 0.79 10.41 11.14 -0.01 -4.71 0.50 0.00 -4.20 -0.01 -4.6 9

10 E* 2 -1.00 -1.00 4.28 1.91 -0.03 -3.76 -1.63 0.00 -5.39 -0.03 -3. 73
11 E* 2 -1.00 -1.02 4.21 0.96 -0.12 -3.84 -2.25 0.00 -6.09 -0.12 -3. 73
12 K* 2 1.00 1.02 10.55 10.38 -0.20 -4.89 -0.11 0.00 -5.01 -0.20 -4. 69
15 D* 2 -1.00 -1.02 3.97 2.45 0.10 -4.18 -1.05 0.00 -5.23 0.10 -4.28
18 K* 2 1.00 0.92 10.49 10.22 -0.12 -4.81 -0.18 0.00 -4.99 -0.12 -4. 69

Total electrostatic energy

The total electrostatic energy of the studied system, whichis the sum of the electrostatic
contributions of the individual ionizable residues, consists of the intrinsic pK a contribu-
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tions and those from the charge-charge interactions of the participated residues.
The sum is mentioned in many parts of the mc_report_0.out �le. Two of them are the

following:
First one:

Total electrostatic DG
SUM OF Sigma{pKa_intr}

+ Sigma{VQQ}
+ SIGMA{VQQ_MEM}

---------
-114.27

Second one:

--------------------------------------------------- -------
TOTAL Electr ENERGY (reported again)

e_tot -114.2737774815913
--------------------------------------------------- -------

Total hydrophobic and polar energies

In the output �le mc_report_0.out total hydrophobic energycontributed by the non-polar
residues as well as polar energy contributed by the polar residues can be reviewed in the
following parts:

HYDROPHOBIC ENERGY
(Not directly related to MC)
(Taken from the self energy method)
##################

E_Hydro Non Polar
-17.43

E_Hydro Membrane
0.00

E_Hydro Polar
4.07

TOTAL HYDROPHOBIC ENERGY
-13.36

-------------------------------
-------------------------------

"POLAR" ENERGY Contributions
(Not directly related to MC)
(Taken from the self energy method)
##################

E_Polar Non Polar
0.14

E_Hydro Membrane
0.00

E_Hydro Polar
-0.35
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TOTAL "POLAR" ENERGY
-0.22

-------------------------------
-------------------------------

Some EXTRA KEYWORDS (for advanced usage of themcptlevel)

The keywordsdielec_const, dielec_factor, are used to specify values of the dielectric con-
stants used for the Monte Carlo process.

The keywordsize_factorspeci�es the fraction of the size of the protein system, which
contributes to the total folding energy of they system. Thiskeyword is still under develop-
ment.

The keywordcg_radius is used to specify values or the radius used to calculate the
polar and the non-polar neighbors of each ionizable residue. As a default, the radius for the
polar neighbors is 5 Å, and for the non-polar neighbors is 7 Å.More information as to how
the values of the dielectric constants and the polar/non-polar radii should be handled can
be found in published work of the Warshel group (see e.g. ref.[103] and Section 2.3 on p.
48).

The keywordcg_b_defis used to control/modify the values of the constants used for
the calculation of the self-energy, the hydrophobic energyand �nally the polar energy of the
residues of the studied protein. This keyword can be handledin various ways. The user can
set the values of the constants for particular residues suchas, for example, ARG and LYS,
can set the values for a range of residues such as HYDRO or POLAR, or a combination of
those two. Note that there is no special keyword that can specify all the ionizable residues
such as ION. The constants speci�ed by this keyword, have been described extensively in
the Warshel group publications (see e.g. ref. [103] and Section 2.3 on p. 48), and the
reader should refer primarily into theory sections which describe self-energy, hydrophobic
and polar energy calculations. The keyworddiv_hyd is also related to the calculation of
the hydrophobic energy of the non-polar residues of the studied protein. The keyword
step_savespeci�es the frequency of saving the MC total electrostaticenergy, i.e. in how
many steps we write in the output �le the results of the MC procedure.

A version of a more elaborate Monte Carlo input �le is presented in the �le
cg_mcpt_extra:inp . It can be found in the directorycg_demoof demo directory of your
current checkout and should look like this:

#./sso_100ps_relax.pdb
./sso_simplified_structure.pdb

cg_model

simp_to_expl_relax 1
simp_relax_steps 1 2

simp_mc_pt 1
ph 7

pt_temp 300.0
mc_steps 12000
step_save 10

# Participated/protonated input
# -----------------------------

participated_res all
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protonated_res 10 12 27 53 62
# file_prot_res charges.out

dielec_const 80 0.5
dielec_factor 0.9 1
size_factor 0.15
cg_radius 5 7
cg_b_def POLAR -1.5 1.5 1.0
cg_b_def HYDRO 0.55 -1.22 1.0
cg_b_def ASP -0.4 4 1.0
cg_b_def GLU -0.4 4 1.0
cg_b_def LYS -0.3 2.5 1.0
cg_b_def ARG -0.3 2.5 1.0
cg_b_def HIS -0.3 2.5 1.0

div_hyd 5

to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f_r 0.00 4.0

end # End of simp_mc_pt

md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
nonbond_lj_uh 10 8
gas_phase 1
constraint_2 0.0

hb_simp_gas_parm 2.0 1.0 15.0

no_elong

end

end # End of simp_to_expl_relax 1

end # End of CG_MODEL

end # End of Molaris

3.6.4 Evaluation of absolute folding energies

Below we provide two examples from our benchmark as well as the current re-
sults to the complete benchmark in the current version of theprogram (see folder
demo/cg_protein_stabilityin yourMOLARISdistribution). A set of PDB �les to reproduce
data in Tables 3.63 and 3.64 below is provided in the subfolder all_proteins/all_pdb, and
the Perl script, which you can use to generateMOLARISinput �les and summarize data
for this set of protein, isall_proteins/cg_mcpt_s100k_all_proteins.plRunning this script
should generate tables like Table 3.63 (�le nametotal_ene_table.txt) and 3.64 (�le name
elec_ene_table.txt) below, which will be located in the folder with the name corresponding
to the current date e.g.2014-09-09. Alternatively one can run input �les directly using
MOLARISinput �les located in the subfolderall_proteins/all_inp. Please note that input
�les need to be moved to the parent subfolderall_proteinsor corresponding PDB �le paths
in the input �les would need to be changed. Below we explain entries in those tables.

In Tables 3.63 and 3.64Name is a protein name or abbreviation. See Table 2.12 on
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p. 64 for full protein names.N residuesis a total number of residues in a protein.DG
fold OBSERVED is an experimental protein folding free energy (see refs. [103, 102])
FORM2 partial is an electrostatic energy term obtained using partial charges from MC
PT. FORM2 MC(min) is an electrostatic energy term (see Eq. 2.96 on p. 62) obtained
using whole residue charges (0 or� 1), which minimize electrostatic energy (Eq. 2.68 on
p. 52) in the MC PT.Scaled sizeis an empirical term taking into account effect of a protein
size on a folding free energy.Hydro * scale is a scaled hydrophobic energy term given
by Eq. 2.78 and discussed on p. 57 of the manual. A program default scaling factor of
1/2.8 was used in these calculations with parameters (afterscaling) provided in Tables 2.9
and 2.10 on p. 57.VDW scale is a scaled van der Waals energy term given by Eqs. 2.65
and 2.66 discussed on pp. 51-52 of the manual with parametersprovided in Table 2.4 on
p.51 (before scaling). A scaling factor of 0.1 (see Eq. 2.95 on p. 62) was used forVDW
scaleentries in Table 3.63 and is the program default.-DG UF is the negative of a scaled
charge-charge energy estimate of an unfolded protein. A program default scaling factor of
0.2 was used for this term.POLAR is a polar energy contribution given by Eq. 2.77 and
discussed on p. 56 of the manual with parameters provided in Table 2.8 on p. 57.M_ch
+ HB is a combined and scaled main chain solvation (M_ch) and hydrogen bonding (HB)
contribution term. Those terms are given by Eqs. 2.83 and 2.86 and discussed on p. 59
of the manual. Program default scaling factors of 0.25 and 0.15 were used for main chain
solvation and hydrogen bonding terms, respectively (see Eq. 2.95 on p. 62).DG partial
is a total folding free energy (Eq. 2.95 on p. 62) calculated using partial charges for an
electrostatic term (FORM2 partial ). diff is a difference between calculatedDG partial
and experimentalDG fold OBSERVED folding free energies.DG MC(Min) is a folding
free energy calculated usingFORM2 MC(Min) electrostatic term.diff2 is a difference
between calculatedDG MC(Min) and experimentalDG fold OBSERVED folding free
energies.

In Table 3.64PART entries refer to electrostatic energy values obtained using partial
charges from an MC PT run.MC(Min) entries refer to electrostatic energy values obtained
using whole residue charges (0 or� 1) providing minimum electrostatic energy (Eq. 2.68
on p. 52) during an MC PT run.VQQ is a charge-charge interaction term for all protein
ionizable residues calculated using Eq. 2.69 (p. 52) with a distance dependent constant
given by Eq. 2.97 (p. 62).Self is a self-energy term associated with charging ionizable
residues in their speci�c environment (see Eqs. 2.70-2.76 on pp. 53-55 with parameters
given in Table 2.7 on p. 54).Corr is a correction term obtained using Eq. 2.98 (p. 62).
FORM2 is a total electrostatic energy term calculated as a sum ofVQQ, Self, andCorr
terms (see Eq. 2.96 on p. 62).
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Table 3.63: Protein folding free energies (in kcal/mol) from MC PT calculations using the CG model.

Name N DG FORM2 FORM2 Scaled Hydro VDW -DG POLAR M_ch DG diff DG diff2
Residues fold partial MC(Min) size * scale * scale UF + HB Partial MC(Min)

OBSERVED 1+5+6 1b+5b+6 (7) (8) (9) (10) (11) (12) FORM2+7 FOR M2+7
+8+9+10 +8+9+10
+11+12 +11+12

--------------------------------------------------- --------------------------------------------------- ----------------------
1 Snase 136 -6.20 -10.58 -10.70 26.70 -24.56 -1.43 0.54 -0.78 5.80 -4.30 1.90 -4.42 1.78
2 DPHS (1) 137 -11.90 -11.59 -11.58 27.05 -26.48 -1.48 0.50 -0 .82 6.59 -6.23 5.67 -6.22 5.68
3 ribonuclease 212 -10.50 -5.49 -3.02 39.57 -63.97 -2.07 0.0 0 -0.20 21.29 -10.87 -0.37 -8.40 2.10
4 barstar 89 -5.70 -0.97 -0.71 17.20 -19.93 -0.82 0.12 -0.83 1 .92 -3.31 2.39 -3.05 2.65
5 bc_csp 66 -5.00 -6.49 -6.55 13.46 -17.49 -0.47 -0.23 -0.01 2 .43 -8.78 -3.78 -8.85 -3.85
6 sso7d 62 -8.00 -8.54 -8.54 12.90 -13.36 -0.41 0.11 -0.22 0.2 6 -9.26 -1.26 -9.25 -1.25
7 chey 118 -9.50 -9.87 -9.86 21.94 -34.51 -1.12 0.91 -0.01 10. 92 -11.74 -2.24 -11.73 -2.23
8 fecy_cb562 (1) 107 -10.10 -10.86 -10.94 19.81 -21.48 -0.92 0.22 -0.26 3.72 -9.77 0.33 -9.85 0.25
9 thioredoxin 108 -9.00 -5.16 -5.35 19.50 -29.88 -0.97 -0.28 -0.30 7.29 -9.80 -0.80 -9.99 -0.99

10 apoflavodoxin 168 -4.30 5.11 8.75 32.27 -43.67 -1.87 -1.5 6 -2.48 6.79 -5.42 -1.12 -1.77 2.53
11 barnase_wt 108 -8.80 -14.20 -14.20 19.98 -17.44 -1.22 0.5 7 -1.31 2.47 -11.14 -2.34 -11.14 -2.34
12 Bnase_W94F 108 -8.00 -14.07 -14.07 19.98 -17.41 -1.21 0.5 7 -1.32 2.47 -10.99 -2.99 -10.99 -2.99
13 Bnase_W94L 108 -7.50 -14.12 -14.12 20.07 -16.62 -1.19 0.5 7 -1.32 2.47 -10.15 -2.65 -10.15 -2.65
14 mon_DHFR_WT (1) 161 -6.10 2.95 3.04 29.16 -46.54 -1.86 -1. 27 -0.28 10.56 -7.28 -1.18 -7.19 -1.09
15 mDHFR_W22L (1) 161 -4.00 2.96 3.07 29.25 -44.93 -1.81 -1.2 7 -0.27 10.56 -5.52 -1.52 -5.41 -1.41
16 mDHFR_W30A (1) 161 -6.20 2.82 2.92 29.11 -45.52 -1.79 -1.2 7 -0.27 10.56 -6.36 -0.16 -6.26 -0.06
17 bCSP_WT 67 -3.50 1.72 2.30 12.89 -18.57 -0.52 -0.12 0.20 3. 53 -0.87 2.63 -0.29 3.21
18 bCSP_F27A 67 -2.80 1.78 2.39 12.85 -18.06 -0.49 -0.12 0.20 3.53 -0.31 2.49 0.31 3.11
19 bCSP_F17A 67 -2.00 1.78 2.39 12.85 -18.06 -0.49 -0.12 0.20 3.53 -0.31 1.69 0.31 2.31
20 bCSP_F15A 67 -1.20 1.72 2.30 12.80 -18.12 -0.50 -0.12 0.21 3.53 -0.48 0.72 0.10 1.30
21 Ribos_s6_wt 97 -8.00 -10.50 -10.50 20.18 -17.40 -1.19 0.6 9 -0.60 3.24 -5.58 2.42 -5.58 2.42
22 l_repressor 87 -4.60 -5.72 -5.67 16.59 -19.23 -0.75 -0.03 -0.22 2.86 -6.49 -1.89 -6.44 -1.84
23 Bs_Hpr 87 -4.00 -2.77 -2.60 15.89 -18.91 -0.56 -0.33 -0.81 2.70 -4.80 -0.80 -4.63 -0.63
24 Arc_repressor 106 -4.60 -5.70 -5.65 22.32 -22.96 -1.33 0. 31 -1.02 0.92 -7.47 -2.87 -7.42 -2.82
25 GDH_Domain2 234 -4.90 -10.30 -10.05 44.37 -62.56 -2.07 -0 .23 -0.42 21.19 -10.03 -5.13 -9.77 -4.87
26 Ferridoxin 59 N/A(2) 1.09 1.25 9.96 -6.20 -0.35 -0.07 -0.0 6 2.08 6.45 N/A 6.60 N/A
27 Sac7d 66 -7.40 -12.29 -12.19 13.64 -12.32 -0.58 0.28 -0.28 1.20 -10.34 -2.94 -10.25 -2.85
28 Ubiq_F45W 76 -7.40 -8.35 -8.37 15.64 -12.19 -0.67 0.34 -0. 42 0.88 -4.77 2.63 -4.79 2.61
29 Interleucine 160 -9.10 -19.13 -19.53 30.22 -29.26 -1.60 0 .46 -2.05 7.01 -14.35 -5.25 -14.74 -5.64
30 RNase_A 124 -9.20 -6.68 -6.83 22.02 -10.29 -1.25 0.54 -3.3 0 1.45 -11.51(3)-2.31 -11.66(3)-2.46
31 RNase_T1 104 -5.70 -1.18 -1.79 16.60 -16.59 -1.17 -0.19 -2 .42 1.30 -10.64(4)-4.94 -11.25(4)-5.55

The results in this table were obtained using 1,000,000 steps of MC PT. The results within 0.1 kcal/mol of the reported energy values can be obtained usinng 100,000 steps of MC PT. (1) The ligand
contributions are not explicitly included in these CG calculations. (2) Ferridoxin without the SF4 ligand is considered unstable. (3) 4 disul�de (S-S) bond contribution of -14.0 kcal/mol was added a
posteriori (-3.50 kcal/mol per bond). Raw values from the program were 2.49 and 2.34 kcal/mol using partial or MC(min) charges. (4) 2 disul�de (S-S) bond contribution of -7.00 kcal/mol was added a
posteriori (-3.50 kcal/mol per bond). Raw values from the program were -3.64 and -4.25 kcal/mol using partial or MC(min)charges.
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Table 3.64: Electrostatic components of protein folding free energies (in kcal/mol) from
MC PT calculations using the CG model.

Name PART PART PART PART MC(Min) MC(Min) MC(Min) MC(Min)
VQQ Self Corr FORM2 VQQ Self Corr FORM2
[5] [1] [6] 5+1+6 [5b] [1b] [6] 5b+1b+6

--------------------------------------------------- ----------------------------
1 Snase -14.69 4.10 0.01 -10.58 4.08 -14.78 0.00 -10.70
2 DPHS (1) -15.06 3.46 0.01 -11.59 3.44 -15.03 0.00 -11.58
3 ribonuclease -26.40 18.87 2.05 -5.49 20.88 -24.91 1.01 -3. 02
4 barstar -3.65 2.59 0.08 -0.97 1.89 -2.60 0.00 -0.71
5 bc_csp -7.01 0.51 0.01 -6.49 0.43 -6.98 0.00 -6.55
6 sso7d -8.10 -0.45 0.00 -8.54 -0.45 -8.09 0.00 -8.54
7 chey -20.52 10.61 0.04 -9.87 10.69 -20.55 0.00 -9.86
8 fecy_cb562 (1) -14.73 3.81 0.06 -10.86 3.81 -14.76 0.01 -10 .94
9 thioredoxin -13.24 7.88 0.20 -5.16 8.53 -13.97 0.10 -5.35

10 apoflavodoxin 4.37 0.27 0.47 5.11 0.53 7.98 0.24 8.75
11 barnase_wt -13.17 -1.04 0.01 -14.20 -0.99 -13.21 0.00 -14 .20
12 Bnase_W94F -13.17 -0.91 0.01 -14.07 -0.86 -13.21 0.00 -14 .07
13 Bnase_W94L -13.17 -0.96 0.01 -14.12 -0.92 -13.21 0.00 -14 .12
14 mon_DHFR_WT (1) -7.49 9.98 0.45 2.95 10.45 -7.64 0.24 3.04
15 mDHFR_W22L (1) -7.52 10.02 0.46 2.96 10.48 -7.64 0.24 3.07
16 mDHFR_W30A (1) -7.51 9.88 0.45 2.82 10.33 -7.64 0.24 2.92
17 bCSP_WT -1.17 2.79 0.10 1.72 2.66 -0.36 0.00 2.30
18 bCSP_F27A -1.20 2.88 0.10 1.78 2.76 -0.36 0.00 2.39
19 bCSP_F17A -1.20 2.88 0.10 1.78 2.76 -0.36 0.00 2.39
20 bCSP_F15A -1.17 2.78 0.10 1.72 2.66 -0.36 0.00 2.30
21 Ribos_s6_wt -16.13 5.63 0.00 -10.50 5.63 -16.14 0.00 -10. 50
22 l_repressor -6.76 1.03 0.01 -5.72 1.05 -6.72 0.00 -5.67
23 Bs_Hpr -3.80 1.00 0.03 -2.77 0.95 -3.55 0.00 -2.60
24 Arc_repressor -9.57 3.87 0.00 -5.70 3.88 -9.52 0.00 -5.65
25 GDH_Domain2 -27.27 16.45 0.51 -10.30 17.95 -28.10 0.10 -1 0.05
26 Ferridoxin -0.94 2.01 0.02 1.09 2.04 -0.79 0.00 1.25
27 Sac7d -11.53 -0.76 0.00 -12.29 -0.76 -11.44 0.00 -12.19
28 Ubiq_F45W -9.58 1.23 0.00 -8.35 1.22 -9.59 0.00 -8.37
29 Interleucine -20.32 1.18 0.01 -19.13 1.21 -20.74 0.01 -19 .53
30 RNase_A -6.45 -0.23 0.01 -6.68 -0.32 -6.51 0.00 -6.83
31 RNase_T1 -1.38 0.13 0.07 -1.18 0.42 -2.29 0.08 -1.79

The results in this table were obtained using 1,000,000 steps of MC PT. The results within 0.1 kcal/mol of the reported energy

values can be obtained using 100,000 steps of MC PT. (1) The ligand contributions are not explicitly included in these CG calculations.

Example 01.MC PT run for a small basic protein SSO7d (PDB: 1SSO) startingfrom a
previously relaxed structure converted to a CG representation (see Section 3.6.1 on p. 132).
25,000 MC steps are used (mc_stepskeyword). All ionizable residues (ARG, LYS, ASP,
GLU, and HIS) can participate in the MC PT (keywordparticipated_res) whereas every
2nd ionizable residue is initially protonated as speci�ed by a sequence of residue numbers
afterprotonated_reskeyword. Calculations are performed at 300 K (pt_temp keyword)
and at pH = 7 (ph keyword). Other keywords control simulation and force �eldparameters
as described above.

./cg_trim/sso_simplified_structure.pdb

cg_model

simp_to_expl_relax 1

simp_relax_steps 1 2

simp_mc_pt 1
ph 7
pt_temp 300.0



146 CHAPTER 3. SPECIFIC APPLICATIONS AND PRACTICAL ASPECTS

mc_steps 25000
step_save 1

# Participated/protonated input
# -----------------------------

participated_res all

# 1/2 of ionizable residues is initially protonated
protonated_res 6 10 12 18 21 27 35 42 48 52 59 62

dielec_const 80 0.5
dielec_factor 0.9 1

size_factor 0.044
cg_a_np_u_water 1.4
calc_gyration

cg_radius 5 7

pka_int_shift 0
to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f_r 0.00 4.0

end # End of simp_mc_pt

md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
cutpp 300
nonbond_lj_uh 10 8
gas_phase 1
region2a_r 100.0
constraint_2 0.0

hb_simp_gas_parm 2.0 1.0 15.0

no_elong

end

end # End of simp_to_expl_relax 1

end # End of CG_MODEL

end # End of MOLARIS

The results of MC PT are printed in �lemc_report_0.outin the output folder. For the
purpose of this tutorial we are mostly interested in foldingfree energies, which can be
looked up in themc_report_0.outusing "SUMMARY OF DG Fold Form2 Partial, when
using partial charges" and/or "SUMMARY OF DG Fold Form2 MC, when using minimum
MC charges".

You can also run the followinggrep commands from the output folder to extract this
information.

grep -A7 "SUMMARY OF DG Fold Form2 Partial, when using partia l charges" mc_report_0.out

grep -A7 "SUMMARY OF DG Fold Form2 MC, when using minimum MC ch arges" mc_report_0.out

You will get the following information:
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SUMMARY OF DG Fold Form2 Partial, when using partial charges
################################################### ##################################
Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold
Partial size * scale UF + HB Form2

[7] [8] [9] [10] [11] [12] Partial
--------------------------------------------------- ----------------------------------

-8.54 12.90 -13.36 -0.41 0.11 -0.22 0.26 -9.26

SUMMARY OF DG Fold Form2 MC, when using minimum MC charges
################################################### ##################################
Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold
MC size * scale UF + HB Form2

[7] [8] [9] [10] [11] [12] MC
--------------------------------------------------- ---------------------------------------

-8.54 12.90 -13.36 -0.41 0.11 -0.22 0.26 -9.26

It is the same information provided in Table 3.63 above (see entry 6 for SSO7d) . The
numbers from the last column from the extracted output fragment (-9.26 kcal/mol in both)
can be directly compared to an experimental value of -8.10 kcal/mol showing a good agree-
ment. Physical meaning of different energy terms is discussed above.

A more detailed information regarding different energy terms, protonation states, in-
trinsic and apparent pKa-s of ionizable residues etc. can be also found inmc_report_0.out
as was discussed in previous examples. For a detailed residue-speci�c summaries of elec-
trostatic self-energy, polar and hydrophobic energy contributions one can also refer to �les
table_ion.txt, table_pol.txt, andtable_hyd.txt, respectively. MC PT run convergence can be
monitored by plotting electrostatic energy as a function ofa MC step using data from the
�le Energy_pro�le0.out. MC(Min) charges and protonation states are also reported in �le
charges.out, which can be used e.g. for subsequent MC PT runs (see Example02 below).
This �le contains number of particpated ionizable residuesfollowed by lines for each of
those residues containing residue number, name, its charge(0 or � 1), and the protonation
state (1 - protonated, 0 - not protonated).

Example 02.MC PT run for a small protein Bs_Hpr, the histidine containing protein
from Bacillus subtilis (PDB: 2HID) starting from a previously relaxed atomistic structure
(�le bs_hpr_100ps.pdb), which is read and automatically converted to the CG represen-
tation with existing H atoms from the pdb removed and rebuilt(for the backbone) us-
ing keepnoH keyword. 100,000 MC steps are used (mc_stepskeyword). All ionizable
residues (ARG, LYS, ASP, GLU, and HIS) can participate in theMC PT (keywordpartic-
ipated_res) whereas their initial protonation states are read (using�le_prot_res keyword)
from the �le bs_hpr_charges.out, which can be generated from a previous MC PT run (typ-
ially as �le charges.outin the output folder, see a previous example) or created manually.
This is an alternative way for specifying ionization statesto usingprotonated_res key-
word as was done in a previous example. Provided a suf�ciently large number of MC steps
is used the results shold be the same or very similar but specifying most likely protona-
tion states for all ionizable residues will likely result ina faster convergence. This method
should also be used if one needs to add an effect of an electrolyte and/or external voltage
a posteriori and use MC(min) charges from a previous MC PT runfor these calculations.
As in the previous example calculations are performed at 300K (pt_temp keyword) and
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at pH = 7 (ph keyword). Other keywords control simulation and force �eldparameters as
described above.

./bs_hpr_100ps.pdb keepnoH

cg_model

simp_to_expl_relax 1
simp_relax_steps 1 2
simp_mc_pt 1

ph 7
pt_temp 300.0
mc_steps 100000
step_save 1

# Participated/protonated input
# -----------------------------

participated_res all

# read a file with charges from
# a previous MC PT run

file_prot_res ./bs_hpr_charges.out

dielec_const 80 0.5
dielec_factor 0.9 1

size_factor 0.044
cg_a_np_u_water 1.4
calc_gyration
cg_radius 5 7

pka_int_shift 0
to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f_r 0.00 4.0

end # End of simp_mc_pt

md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
cutpp 300
nonbond_lj_uh 10 8
gas_phase 1
region2a_r 100.0
constraint_2 0.0

hb_simp_gas_parm 2.0 1.0 15.0

no_elong

end

end # End of simp_to_expl_relax 1

end # End of CG_MODEL

end # End of MOLARIS

The results of this MC PT run can be found in themc_report_0.out�le. As in a previous
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example folding free energies can be extracted e.g. by using

grep -A7 "SUMMARY OF DG Fold Form2 Partial, when using partia l charges" mc_report_0.out

grep -A7 "SUMMARY OF DG Fold Form2 MC, when using minimum MC ch arges" mc_report_0.out

You will get the following information:

SUMMARY OF DG Fold Form2 Partial, when using partial charges
################################################### ##################################
Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold
Partial size * scale UF + HB Form2

[7] [8] [9] [10] [11] [12] Partial
--------------------------------------------------- ---------------------------------

-2.77 15.89 -18.91 -0.56 -0.33 -0.81 2.70 -4.80

SUMMARY OF DG Fold Form2 MC, when using minimum MC charges
################################################### ##################################
Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold
MC size * scale UF + HB Form2

[7] [8] [9] [10] [11] [12] MC
--------------------------------------------------- ---------------------------------------

-2.60 15.89 -18.91 -0.56 -0.33 -0.81 2.70 -4.63

It is the same information provided in Table 3.63 above (see entry 23 for Bs_Hpr)
. The numbers from the last column from the extracted output fragment (-4.80 or -4.63
kcal/mol using partial or MC(Min) charges, respectively) can be directly compared to an
experimental value of -4.00 kcal/mol showing a good agreement. Physical meaning of dif-
ferent energy terms is discussed above. As in a previous example �le Energy_pro�le0.out
can be used to monitor MC PT run convergence. Filecharges.outcontains a new set of
MC(Min) charges for ionizable residues, which are the same as the initial ones (from �le
bs_hpr_charges.out) in this case meaning that MC(Min) state did not change.

3.7 Effect of Electrolyte and Membrane Potential

3.7.1 Introduction

We will concentrate on Kv1.2 channel for which both open and closed conformations are
available. Currently one needs to transform full-atom pdb to CG representation, in order
to include effect of electrolyte and membrane voltage, because model works with CG only.
It is assumed by the program that channel pore and direction of the membrane potential
coincidence withZ axis, the second important requirement is presence of the �at membrane
in order to calculateVideal .

If one starts from full-atom pdb protein should be rotated sopore is inZ direction, then
full-atom protein should be converted to CG representation, and �nally membrane should
be built and membrane atoms inside pore and cavities should be deleted and after that one
needs to check that the membrane is �at.

Equilibration regimes for calculation of thermodynamic stability and gating charge are
different. Two sides of electrolyte are ether equilibratedtogether or separately.
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All the �les required for the run and additional �les with model description can be
found in molaris demo directory in subdirectory voltage/barrier. It has not only voltage
�les but also necessary steps for creation of the intermediate. At present moment it takes
up to an hour for complete run of the simulation, but one can update submit.pbs script in
order to run only one structure for a given membrane potential. File sampleResults has
sample output from the simulation after running of the totalEnergy.sh script. It should be
noted that with future molaris model and with development ofthe CG model, energetics
may change, but change in stability of structures should be checked.

3.7.2 Input Files Description

The main part of the input �le is similar to the regular CG input �le with additional de-
scription of the electrolyte and membrane voltage as well ascoupling to CG free energy.
At present simulation protocol consist of two runs: �rst CG simulation coupled to mem-
brane potential is performed till minimum of free energy is achieved, during the second run
coupling between CG and electrolyte is switched on. For the �rst run approximately 10000
to 50000 steps is usually enough to achieve convergence (in case of Kv1.2). At present
electrolyte subroutine is called each MC step and it is computationally intensive, that is
why electrolyte-coupled simulations (second run) is performed for only 10 MC steps.

OPENED_membrane.pdb
analyze

#charge_zwit_membrane Z 0.1 -0.1
ionic_grid

voltage -0.2
ig_rec_for_membrane 80. 80. 400. 5. 10.0 0.15 0.15 80.0
period 0
run_mc_pt 1
equilibration 1
numberOfIterations 0
step0 0.01
K_equilibration 10.0
#write_restart 200.rest
#read_restart 1000.rest

end
simp_to_expl_relax 1
# ... part deleted for brevity
# as in regular MC for CG model
exclude_e_bat

simp_mc_pt 1
ph 7.0
mc_steps 1000
step_save 1
participated_res 2 3 12 14 18 25 30 32 33 34
# ... see demo file for all participated resiues (deleted for brevity)
participated_res 1518 1527 1558 1559
file_prot_res charges.out

# ... part deleted for brevity
# as in regular MC for CG model
end # End of simp_mc_pt
md_parm_simp

# ... part delted for brevity
# as in regular MC for CG model

end
end # End of simp_to_expl_relax 1

end # End of Analyze
end # End of MOLARIS
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One can see that input �le is exactly the same as for regular CGwhen one run CG
on analyze level (as �rst implemented in Molaris) with the exception of addition of the
level ionic_grid. This new level describes electrolyte interaction with protein charges and
membrane potential.

Here we describe all the keyword on theionic_grid level. Keywordvoltagedescribes
difference in the membrane potential for two electrolyte solutions in volt, it is assumed that
potential is a difference between potential from electrolyte solution on the left (smallerZ
coordinates) and potential of the right (largerZ coordinates) solution. For the developer,
it should be noted that most of the actual calculations are done in kcal, so care should be
taken in units conversions while reading source code.

The main keyword isig_rec_for_membranespeci�es box size of electrolyte, this grid
is build around center of the system, next vdw cutoff for gridand protein or membrane
atom is speci�ed followed by spacing for the grid. And then concentration of electrolyte in
the left and right compartments is de�ned and the last numberis dielectric constant.

The keywordperiodde�nes number of periodic images of grid inx; y directions. It has
been tested on electrolyte solution and electrolyte with membrane but not with protein in
the system.

The keywordrun_mc_pt 1speci�es that electrolyte-voltage coupling is done with MC
PT, run_mc_pt 0allows one to run subroutine on analyze level without MC PT but only
with uncharged ionazable residues (can be used for debug purposes).

The keywordequilibration 1forces two sides of electrolyte to equilibrate,equilibration
0 forces separate equilibration of two electrolyte compartments.

The keywordnumberOfIterationsde�nes number of iteration for electrolyte equilibra-
tion.

The keywordstep0speci�es generation of the next electrolyte charges from the current
charges.

The keywordK_equilibrationde�nes additional potential used for faster convergence.
Additional keywordswrite_restart and read_restart add ability to save electrolyte

charges in restart �le.
All other keywords are standard. After run is done with abovementioned input �le we

need to switch electrolyte coupling, for this purposes we run additional simulation with
input �le wherenumberOfIterations 100to allow equilibration of electrolyte andmc_steps
10, everything else stays the same. If during the �rst run one speci�es �le_prot_resdifferent
from standard namecharges.outone also need to change it.

3.7.3 Output �les

After MC PT is performed, followed by several steps of MC PT coupled to electrolyte-
voltage subroutine �nal free energy of the system can be found in mc_report_0.out.

This output �le is standard MC PT run with additional information about electrolyte
energy and effect of electrolyte and membrane voltage onpK i . Two additional lines added.
First electrolyte energy is printed, followed by sum of MC PTfree energy and electrolyte
energy.
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...
[1]+VQQ_partial+[7]+[8]+[9]-[10] 36.52
FORM2 +[8]+[11]-[10](TOTAL) -176.97

Electrolyte term 10.03207690887927
TOTAL ENERGY(MC_PT+electrolyte) = -166.9405453367622

[12] Average VQQ (hopefully it is correct) NaN
-------------------------------
-------------------------------

SUMS of Minimum MC charges
...

3.8 Langevin Dynamics Simulation of Ion Channels

3.8.1 Introduction

ProgramChannelixwas written by group members of Prof. Warshel lab for studiesof ion
channels, but it is also possible to use this program as a general Langevin Dynamics (LD)
program for the systems without chemical bonds (which causeproblems in integration
algorithm at present).

It is assumed that the pore is inz direction and that the center of the pore hasx = 0; y =
0 coordinates. Coordinate system is the consistent for all input �les.

Program can be run from command line as usual and all input andoutput �les will be
in the current directory:

./channelix<gramicidin.inp>gramicidin.out

3.8.2 Input Files Description

Let's explain setup of input �les for the system schematically shown on the �gure 3.15. It
represents gramicidin A channel in the membrane but the freeenergy barrier through the
pore is arti�cially lowered to allow fast simulation.

The main input �le isgramicidin.inpcontains main information and also speci�es in-
formation about all other input �les. The name of the �le is actually not important and
can be changed. The sequence of commands is important as wellas four initial comments
lines, order should be keep the same otherwise information will not be parsed correctly.

First 4 lines ofgramicidin.inpare required comments, next line isdt for integration
algorithm, then mass of the ion (at present only one ion type is allowed and mass is the
same for cation and anion), then friction coef�cient, temperature, total number of LD steps
and frequency for writing data to �les.
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Figure 3.15: Gramicidin and system geometry
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################################################### #####################
# CHANNELIX 2.0 #
################################################### #####################
# #
0.001 #dt psec
23.0 #m amu
8 #g psec(-1)
300.0 #temp K
1000000 #n steps
10000 #j save steps
FreeEnergy.dat # free energy profile (DELETE comment for ru n)
SodiumClorides.dat # ions in the system (DELETE comment for run)
ionazableRes.dat # fixed chagred residues (DELETE comment for run)
gramicidin.dat # information about channel geometry (DELE TE comment for run)
./ # output directory (DELETE comment for run)
F # wall
F # cylinder and membrane
T # charges
F # solv
T # ion pulling
T # lang_type ! change for regime
0.0 #potenital in mV
0.0 #potential in mV
0.2 50 # K pulling z0 for pulling
# T= kill interactions (wall,cylinder,charges,vdw,solv, mb)
#
#lang_type=T dt * g<<1 under
# =F dt * g>>1 over
#

The �le gramicidin.inpde�nes �les with free energy pro�leFreeEnergy.dat, ions that
are movableSodiumClorides.dat, �xed ionazible residues of the proteinionazableRes.dat
(not used or tested), and information about system and channel geometrygramicidin.dat.
Please note that for the actual run one need to delete comments (starting with #) for lines
speci�ed in the input (this is technical limitation due current parsing approach).

Then there are logical variables that specify presence or absence of speci�c interac-
tion, here order again is of importance.wall means interaction of the ion(s) which keep
it within the cubic system,cylinderandmembranedescribes repulsive interaction of the
membrane and pore of the channel (in x,y directions),chagresswitches off/on explicit
charge-charge interactions with ions fromionazableRes.dat, solv describes solvation pro-
�le in pore(z-direction),ionpulling switches on/off additional pulling potential. For all of
above mentioned logical variablesF means keep interaction,T means switch interactions
off.

Last logical variable describes underdump or overdump integration mechanism, as can
be seen from the comment.

Next two lines describes external potential in the left compartment(z < zcenter ) and on
the right(z > zcenter ), linear potential approximation is use for the pore/ membrane region.
This is used for simulation of the membrane potential.

Pulling potential is described by:

Upull = K � (z � z0)2

and used as a way to accelerate dynamics of the system as in SMDapproach.
File FreeEnergy.datcontains free energy (in kcal) pro�le for z coordinate of thepore

and also specify number of points in the pro�le (linear interpolation is used for the inter-
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mediate z values). Pro�le is also plotted on �gure 3.16, it isarti�cially too low to get faster
transition through the pore.
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Figure 3.16: Free Energy pro�le in z direction

#31
-15.000000 0.001171
-14.000000 0.002795
...
-3.000000 0.763379
-2.000000 0.886920
-1.000000 0.970446
0.000000 1.000000
1.000000 0.970446
2.000000 0.886920
3.000000 0.763379
...
14.000000 0.002795
15.000000 0.001171

File SodiumClorides.datcontains coordinates of positive and negative ions which can
move (diffuse) in the system. The �rst line speci�es total number of ions in the system,
second line speci�es how many ions can move through the channel, for the rest there is
repulsion from the pore entrance. It should be noted that although name of the ion is
required it is not used and only important data are charges and coordinates. Also at present
mass is fromgramicidin.inp�le. In the current simulation only Sodium ions can move
through the pore.

#4
#2
K 1.000 0.000 0.000 -16.000
K 1.000 0.000 0.000 50.000
Cl -1.000 0.000 0.000 -50.000
Cl -1.000 0.000 0.000 20.000

It is possible to specify additional �xed charges for the system in �le ionazableRes.dat,
although it is computationally expensive. This �le is not used for gramicidin and put here
just as example of the format.
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#5
-1.00 15.909 8.000 13.682 29 GLU

1.00 24.370 1.768 16.866 30 ARG
1.00 18.861 -2.335 18.814 42 ARG

-1.00 8.167 -3.061 13.573 58 ASP
1.00 2.383 -23.520 17.965 127 ARG

File gramicidin.datcontains information about the geometry of the channel and the
system. The �rst two lines are required comments, then x,y,zranges are de�ned as in
�gure 3.15. Next we specify boundary for the pore of the channel and dimensions of the
membrane(but membrane dimensions are not used at present).

For channels like KcsA, Kv1.2 geometry of the pore is more complicated than simple
cylindrical pore of the gramicidin, e.g. in Kv.1.2 there arethree distinct regions: selectivity
�lter, cavity and gate. These regions has different pore radii. That's why next line specify
how many such regions do we have - one for the case of gramicidin. And the following
lines (again one for gramicidin) de�ne such a regions. Firstnumber is the end of the
current regions, the start is implicitly calculated as either start of the pore(MINCHANZ) or
previous region. And the last two numbers are pore radius forthe given region and force
constant for repulsion from the walls of the pore.

# file contains infromation about ion channel
# geometry and geometry of the system (channelix2.1 ver)
-50 50 #XMIN and XMAX
-50 50 #YMIN and YMAX
-100 100 #ZMIN and ZMAX
-15 15 # MINCHANZ and MAXCHANZ
-15 15 # MBZMAX and MBZMIN (assume that x,y dimens. correspon d to XMIN,...)
1 #number of parts of the channel with different radius
15 4 5

All �les described above are required for the simulation even if some features are not
used.

3.8.3 Output �les

After all input �les correctly parsedchannelix performs LD for all ions speci�ed in the
SodiumClorides.dat. Let's here describe several important output �les and the data in them.
For the sake of brevity blank line is the output �les were deleted to save space.

File gramicidin.out(or in geenral results from stdout) contains general ionfomraion
about timing of the run and also information about succesesful movement of the ion(s)
through the pore.
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Program CHANNELIX: Oct 25 2010
===================================================
Reading input files: Time: Mon Apr 30 16:14:49 2012
===================================================
Killing CHARGE
Killing ion pulling
..dt * g<<1 regime...
Intracellular Potential (mV) 0.000000000000000
Extracellular Potential (mV) 0.000000000000000
FreeEnergy.dat
SodiumClorides.dat
ionazableRes.dat
gramicidin.dat
ions coordinates have been read ...
File with channel geometry has been read
solvation potential coordinates have been read ...
===================================================
Reading is finished: Time: Mon Apr 30 16:14:49 2012
===================================================
sigma = 30477.72575100492
sigma2 = 1.6359487789052562E-002
===================================================
Calculations begin: Time: Mon Apr 30 16:14:49 2012
===================================================
===================================================
Calculations are finished: Time: Mon Apr 30 16:15:06 2012
===================================================

File with namecurrent.dathas information about convergence of current as function
of time. First column is time and second column is ion current. Signi�cantly longer run
required to get passage of the ions through the pore and till Ohm's law will be satis�ed.

0.00000 NaN
6.47800 0.0
6.47800 0.0

...
979.99900 0.0
989.99900 0.0
999.99900 0.0

File number.datprovides data about ions position in the system. Ions are either in the
left compartment, pore or right compartment.

0.00000 1 1 0
9.99900 0 1 1

19.99900 0 1 1
29.99900 1 1 0
39.99900 1 1 0
49.99900 1 1 0
59.99900 1 1 0
69.99900 1 1 0

...

File pass.dathas data for ion passage for each compartment.

0.00000 0 0
6.47800 0 0
6.47800 0 0
9.99900 0 0

...
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The �le it param.out has important infomrmation about voulme of the system, numnber
of ionc in each compartment, concentartion and the most important piece of information -
ion current. Also it has average temparature for the system and each ion, these temperatures
should be around set up temperature in the input �le, otherwis most probably simulation is
unstable.

*****************************************
INPUT PARAMETRS OF THE SYSTEM:

*****************************************
Volume inside (A^3) 56000.00000000000
Volume outside (A^3) 56000.00000000000
Number of (+) ions inside: 1
Number of (+) ions outside: 1
Number of (+) ions in channel: 0
Number of (-) ions inside: 1
Number of (-) ions outside: 1
Concentration of the (+) inside (mM): 29.64285714285715
Concentration of the (+) outside (mM): 29.64285714285715
Concentration of the (-) inside (mM): 29.64285714285715
Concentration of the (-) outside (mM): 29.64285714285715
*****************************************

OUTPUT PARAMETRS OF THE SYSTEM:
*****************************************
Average current (pA): 0.000000000000000
Average temperatures of the system (K): 311.62318
Average temperatures of each ion (K):

1 312.68987
2 310.13329
3 312.37666
4 311.29289

Filescoord_X.dat, whereX is a ion number fromSodiumClorides.datcontains trajec-
tory for each ion in the system.

ion 1.000 0.000 0.000 -16.000 0.000 0.000
ion 1.000 0.630 3.650 -13.962 0.078 9.999
ion 1.000 2.690 2.962 -14.841 4.046 19.999
ion 1.000 3.919 1.530 -17.831 -3.141 29.999
ion 1.000 4.269 2.092 -17.186 -1.199 39.999
ion 1.000 6.515 1.740 -17.780 -4.983 49.999
ion 1.000 7.598 1.240 -15.649 1.716 59.999
ion 1.000 3.797 2.991 -15.541 3.673 69.999
ion 1.000 0.090 1.446 -16.820 1.848 79.999
ion 1.000 -1.733 0.039 -17.202 -2.717 89.999
ion 1.000 1.035 0.040 -17.238 -4.602 99.999

Filestemp_X.dat, whereX is a ion number fromSodiumClorides.datcontains temper-
ature for each ion in the system as function of time.

0.00000 NaN
9.99900 328.00014

19.99900 315.51859
29.99900 314.59204
39.99900 310.33967
49.99900 309.22200
59.99900 309.59408
69.99900 313.10663

...
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Inverse Keywords

4.1 The keywords at different levels

Table of the Keywords for the Analyze Level
To read a restart �le rest_in
To read a certain con�guration from the PDLD restart �le rest_pdld_conf_in
To create a new PDB �le from the restart rest_to_pdb
To read a topology �le (instead of PDB or restart �les) topf_in
To display all residues current loaded allres
To display all ionizable residues all_ionizable
To display all residues of a certain type restype
To display all atom sof a certain residue resatom
To display all bonds of a certain residue resbond
To display all angles of a certain residue resang
To display all torsions of a certain residue restor
To display all improper torsions of a certain residue resitor
To specify the residue number and effective dielectric of a non-ionizable residue res_ion_vq
To calculate the total energy of the current system system_e
To display the distance between 2 atoms distatom
To calculate the RMSD between a restart �le and a PDB �le rms_pdb_res
To calculate a certain angle in the system get_ang
To calculate a certain torsion in the system get_tor
To calculate the radius of gyration (for a user de�ned group) get_gyration
To calculate the native HBOND network get_native_hb
To calculate the contact order get_contact_order
To calculate the distance between 2 residues distres
To calculate the distance between 2 sidechain atoms dist_cen_side_heavy
This is not a valid keyword dist_ca_ca
To calculate the minimum distance between 2 residues (heavyatoms only!) minimum_distres
To change atom coordinates setxyz
To diaplay all bonds above a certain treshold chk_bond
To display all angles above a certain treshold chk_angle
To display all main torsions above a certain treshold chk_maintor
This is not a valid keyword set_angle
This is not a valid keyword chk_angle_ca_ca_ca
To display all bad nonbonded interactions below a certain distance chk_bad_nonbd_r
To display all disul�de bridges in the system chk_disul�de
To display all salt bridges in the system chk_salt_bridge
To display all SS bridges in the system chk_ss_bridge
To calculate electrostatics for a selection of the system inside radius r electro_radius
To calculate electrostatics for a pair of residues electro_res
To calculate electrostatics for a pair of atoms electro_atm
To calculate the center of the system (CM) center_s
To calculate the center of a given residue and to specify a newcenter and radius center_r
To calculate the center of a selection of atoms center_atoms
To adjust the center of mass (CM) adjust_cm
To �nd all ionizable residues within a sphere sphereion

159
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To �nd all residues within a radius from a center sphereres
To �nd all atoms within a radius of a center sphereatm
To add a new bond between two atoms addbond
To display all bonds for an atom bonds_for_atom
To display all angles for an atom angles_for_atom
To remove a bond between atoms removebond
To render an atom dummy set_atom_dummy
To move a group of atoms move_atoms
To mutate a residue mutate_res
To mutate to a simpli�ed residue (from simpli�ed or explicitrepresentation) mutate_simp_res
To mutate a residue to H2O mutate_res_to_h2o
To rotate hydrogen bound to heavy atoms rotate_h
To rotate an atom rotate_atom
To rotate the axis rotate_axis
To rotate a helix rotate_helix
To make coordinate �les from the movie binary �le viewmovie
To create �les for viewing the electrostatic potential surface for region 1 viewpot
To calculate the VDW surface area of the protein vdwsurf
To create a new PDB �le from the current system makepdb
To make a new toplogy �le of the current system maketop
To make a new PDB �le from 2 PDB �les (by mixing_lambda) makepdb_from_2_pdb
To make a new PDB �le from a restart �le makepdb_from_rest
To make a new PDB �le from QM output makepdb_from_qm
To make a new library entry makelib1
To translate the whole system translate_system
To replace a solute molecule in the system replace_ligand
To rigidly align CA of the current system with the CA of a PDB �le superimpose_ca_pdb
To rigidly align CA of the current system with the CA of restart �le superimpose_ca_rest
To list all HBONDS in a de�ned cutoff cutoff range for that bonds list_hbonds
To list all HBONDS that exist in the current structure and a restart �le list_hbonds_2
To return the residue number an atom belongs to whichres
To compare the residues numbers between current system and PDB �le pdb_res_to_mol_res
To uncharge the residues chraged from the amber library uncharge_amber
To convert the CG model to the alfa-beta model cg_to_alfa_beta
To calculate the non-bonded pairlist for speci�ed CG residues cb_nonbond_list
To add main chain atoms add_main_atoms
To add sidechain atoms add_sidechain
To minimize added sidechains using the steepest descent method minimize_side
To convert simpli�ed residues to explicit structures simp_to_expl_pdb
To convert and relax simpli�ed residues to explicit structures simp_to_expl_relax
To relax with 2 PDB structures – Ask Dr. Chu here expl_pdb_2_relax
To ionize all resiues of the speci�ed type iontyp
To ionize simpli�ed residues of a speci�ed type ion_simp_type
To ionize united residues of a speci�ed type ion_united_type
To add electrodes to the system add_electrodes
To add a membrane grid to the system add_memgrid
To add membrane electrodes to the system add_mem_electrodes
To dock a ligand into a binding site dock_ligand
To de�ne region1 atoms reg1_atm
To add a layer of membrane grid around the surface of speci�edregion 1 atoms add_memgrid_surface
To remove membrane atoms within a sphere or cylindrical space remove_mem_r
To remove membrane atoms within a cubic or recangular space remove_mem_xyz
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane
To build a LD grid around the system ld_for_membrane
To build an ionic grid around the system ig_for_membrane
To add a new C-terminal residue add_res_at_end
To add a new N-terminal residue add_res_at_start
To insert a new residue at a speci�ed position insert_res
To remove a residue at a speci�ed position remove_res
To print the group correlation matrix write_grp_corr
To calculate the autocorrelation auto_correlation
To update the topology �le update_topology
To generate a histogram from an external �le general_histogram
We need more explanation here, too big calculate_w_ele_vdw

Table of the Keywords PRE_ENZ Level
To ionize a certain residue ionres
To half-ionize a certain residue ionres_half
To half-ionize all residues of a certain type iontyp_half
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To unionize a certain residue unionres
To ionize all residues of a certain type iontyp
To ionize all DNA residues inside a given radius with -1 ion_phosphate
To ionize all residues of a certain simpli�ed type ion_simp_type
To set a new charge for a speci�ed atom setcrg
To set the charge to zero for speci�ed residues setcrg0
To set teh charge to zero for every mainchain atom in a speci�ed residue set_maincrg0
To change atom coordinates setxyz
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane
To calculate electrostatics of a region1 residue with region2 electro
To read a restart �le rest_in
To use atomic coordinates from a restart for constraints rest_constr
To create a new PDB �le from the current system makepdb
To display all atom sof a certain residue resatom
To display all bonds of a certain residue resbond

Table of the Keywords RELAX Level
To change default MD parameters md_parm
To read a restart �le rest_in
To create a restart �le rest_out
To change the default frequency for energy printout (default is every 10 steps) energy_out
Ask Dr. Chu what this here does relax_map_lambda
To de�ne all residues in region 2 region2_res
To specify the steps to map the free energy pro�le map_pf
I have no clue what this means mutate_to_GLY
To specify the relax mapping for unfolding (from folded) relax_map_unfold
To calculate the protein energy of explicit and simple residues explicit_simple
This is not a keyword! cal_dely2_uu
To enter the level for specifying the parameters used in the simple form expl_simp_parm
To print the energy and RMSD in the gap �les for a relaxation run write_gap_rms
To minimize added sidechains using the steepest descent method minimize_side
To minimize the main torsion in the protein minimize_main_tor
To specify the minimum system energy for minimizing sidechains minimize_run_parm
To specify the gyration constraint on CA for state 1 relax_map_gycon1
To specify the gyration constraint on CA for state 2 relax_map_gycon2
To specify the center corrdinates for gyration calculations gyration_center
To relax 2 states of different harmonic distance constraints for 2 atoms relax_map_cons
To relax from an unconstrained torsion to constrained torsion relax_map_tor
To specify initial and �nal postions of the atom for the relaxmapping relax_map_pmf_z
To relax with protein native-contact order constraint for simple system relax_map_contact
To relax with native HBOND constraints relax_map_native_hb
To de�ne the plus factor for the native contact order contact_native_r
To calculate the protein contact order for explicit structures explicit_contact
To specify the scaling factor in contact order calculations multi_contact_vdw
To specify the scaling factor for vdw energy in relaxation runs multi_relax_vdw
To calculate electrostatics between substrate and the remainder of the system substrate_res
To specify the dielectric constant for substrate and sidechain atoms diele_sub_side
To alter electrostatic and self-energy print frequency of ionized residues simp_grp_contrib

Table of the Keywords AC Level
To de�ne region 1 residues reg1_res
To de�ne region 1 atoms reg1_atm
To assign the charges for states 1 and 2 ab_crg
To assign VDW parameters for states 1 and 2 ab_vdw
To modify VDW parameters using softcore potentials soft_dummy_vdw
To change default MD parameters md_parm
To supply charges and VDW parameters in a �le read_ac
To set the mapping parameter from state A to B map_lambda
To set the number of frames for the free energy pro�le map_pf
To set the entropy constraint for AC calculations ac_entropy
To print the step interval for energy printout write_w_ac_fq
To read in a restart �le rest_in
To write a restart �le rest_out
To set the frequency of writing restart �les rest_fq
To use coordinates from a restart �le for constraints rest_constr
To specify positionsal constraints in AC calculations atom_p_con
To print the energy output energy_out
To write out the force on AC atoms check_f
To morph AC atoms during an AC calculation atom_B_shrink
To set the frequency to print non-bonded interactions write_nonb_fq
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To set the frequeny to print non-bonded interactions between 2 AC atoms/groups write_nonb_grp
Table of the Keywords EVB Level

To request an EVB run evb_simp
To de�ne EVB parameters evb_parm
To monitor electrostatics between an EVB(s) atom and the system evb_grp_elec
To calculate electrostatics between an EVB an dprotein group evb_pro_grp_elec
To set the number and density of resonance states evb_state
This is not a valid keyword!!! mutating_evb_atoms
To set the evb atoms to be mutated to aqueous oxygen evb_mutated_to_wo
To add an atom to the EVB region evb_atm
To request TS mutation (to dummy) evb_ts_mutate
To request TS charging calculations evb_ts_charging
To set the densities of the TS evb_ts_density
Think about this general_ts_mut_map
To be used with other keyword evb_ts_II_0_atm
To specify evb state without electrostics with environment no_elec_state
To assign EVB torsional force constants pi_tor_pij
To assign a dummy and screen parameter dummy_evb_screen
To assign the bond length of the dummy (to be shrinked) d_evb_bond_shrink
To set charges for linked protein atoms for different EVB states link_p_crg
To switch to harmonic bond calculation (instead of Morese potential) bond_harmonic
To use an extra harmonic bond force harmonic_morse
To assign an EVB bond between 2 atoms evb_bnd
To assign a distance range constraint for EVB atoms evb_d_range_con
To assign a distance constraint between 2 EVB atoms evb_d_con
To assign an angle constraint for EVB atoms evb_a_con
To assign a torsional constraint for EVB atoms evb_t_con
To get the added constraint for adiabatic evb energy pro�les ave_2pdb_con
To assign a positional constraint for EVB atoms evb_position_con
To assign a distance constraint for EVB and protein atoms evb_protein_con
To force the atom movement along a vector vector_a_con
To assign PENTACOORDINATES pentacoord
To assign the D parameter for pentacoordinated atoms penta_ang_D
To switch to an uphill to TS calculation uphill_to_ts
To perform an LRA run for EVB at the TS lra_evb_ts
To calculate the LRA VDW contribution from each protein residue lra_grp_vdw
To assign the part of the system for entropy calculations evb_entropy
To calculate average electrostatics of each residue to eachresonance state ave_elec
To calculate electrostatic contribution of main and sidechain atoms chain_ele_state
To set the number of steps to construct the free energy pro�le map_pf
To assign the gas phase dG for the given EVB state gas_dg
To assign the 2 atom off-diagonal element Hij
To assign the 2 atom off-diagonal element Hij_2
To specify the off-diagonal parameter for calculating Hij Hij_gap
To specify the off-diagonal parameter for calculating Hij Hij_gap_c
To specify the 3 atom off-diagonal elements Hr
To specify 3 atom off-diagonal elements Hr_gauss
To switch to different mapping potential ADV_EVB_MAP
To recalculate the Borgis off-diagonal elements H3
To recalculate the Borgis off-diagonal elements H3_2
To assign inductive interactions R4
To select inductive mode intra_evb_induce
To specify certain exponential coef�cient exponential
To calculate VDW between evb and protein atoms vdw_evb_p
To de�ne type of VDW parameters for evb and protein atoms vdw_evb_p_type
To calculate nonbonded interaction between a pair of atoms vdw_pair
To delete an angle between EVB atoms kill_ang
To add a new angle between EVB atoms (or atoms) add_ang
To set a new angle between EVB atoms (or atoms) set_ang
To delete a speci�c torsional contribution kill_tor
To add a new torsional parameter for EVB atoms (or atoms) add_tor
To add a new improper torsional parameter for EVB atoms (or atoms) add_itor
To add a new torsional parameter using a harmonic function harmonic_tor
To add new morse bond parameters morse_pair
To read an existing EVB �le read_evb
To read in a restart �le rest_in
To create a restart �le rest_out
To set the frequency a restart �le is written rest_fq
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To write restart �les at speci�ed intervals rest_step
To create a series of restart �les for a de�ned EVB state ad_restout
To use coordinates from a restart �lr for consraints rest_constr
To switch on automatic proton transport calculation proton_transport
To de�ne H3O charges for the proton transport pt_h3o_charges
To de�ne H2O charges for the proton transport pt_h2o_charges
To de�ne H3O EVB types for proton transport pt_h3o_evbtype
To de�ne H2O EVB types for the proton transport pt_h2o_evbtype
To de�ne the 3 off-diagonal for O..H-O (Borgis) pt_off_h3
To switch on rigid bond energy mapping of reactions in gas bond_rigid_map
To switch on rigid bond energy mapping of reaction in water rigid_map_in_water
To de�ne starting and ending atoms of a rigid bond mapping move_rigid_map
To invoke the centroid level centroid
To de�ne the target temperature in the xentroid run centroid_temp
To invoka a centroid DISPOLARON calculation centroid_dp
This is not a valid keyword centroid_write_x
To de�ne the EVB atoms to add the Gaussian Bias energy centroid_gaussian
To de�ne DP dipole solvents dp_�le_name
To de�ne coupling of cross terms in EVB use_ba_coupling
To request paradynamic re�nement of EVB parameter re�ne_use_dfdp1
To re�ne an EVB bond re�ne_evb_bond
To re�ne an EVB angle re�ne_evb_angle
To re�ne an EVB torsion re�ne_evb_torsion
To re�ne an EVB imporper torsion re�ne_evb_itorsion
To re�ne an EVB VDW parameter a re�ne_evb_vdw_a
To re�ne an EVB VDW parameter b re�ne_evb_vdw_b
To re�ne the EVB hij parameter a for a speci�ed hij re�ne_evb_hij_a
To re�ne the EVB hij parameter mu for a speci�ed hij re�ne_evb_hij_mu
To re�ne the EVB hij parameter mu for a speci�ed hij re�ne_evb_hij_mu
To re�ne the EVB hij parameter a for a speci�ed hr re�ne_evb_hr_a
To re�ne the EVB hij parameter mu for a speci�ed hr re�ne_evb_hr_mu
To re�ne the EVB hij parameter a for a speci�ed h3 re�ne_evb_H3_A
To re�ne the EVB hij parameter alpah for a speci�ed h3 re�ne_evb_H3_ALFA
To re�ne the EVB hij parameter beta for a speci�ed h3 re�ne_evb_H3_BETA
To re�ne the EVB hij parameter gamma for a speci�ed h3 re�ne_evb_H3_GAMA
To de�ne gas phase shift for re�nement re�ne_evb_gas_shift
To de�ne nonbonded exponential repulsion parameter expl_repl for re�nement re�ne_evb_nb_exp
To de�ne nonbonded exponential replusion parameter beta for re�nement re�ne_evb_nb_beta
This is not a valid keyword re�ne_evb_nb_a_pair
To specify the EVB electro screen parameter for re�nement re�ne_evb_screen
To specify the number of PDB �les and the root �le pdb_�le_for_re�ne
To specify the restart �le (QM) to be used in evb parameter re�nement rest_�le_for_re�ne
To specify QM force �le root name Fq_�le_for_re�ne
To specify �les in xyz format for PD re�nement xyz_�le_for_ref
To specify the force_�le for PD re�nement force_�le_for_ref
To specify quantum energies for PD re�nement Eq_�le_for_re�ne
Tp specify the values for k1 and k2 in the minimiziation k1_k2_for_re�ne
To specify the number of steps and stepsize in SD minimization for re�nement ref_steepest_steps
To specify the dp scaling factor in the Paradynamics re�nement of EVB use_ref_dp
To write out the probability of each evb state write_prob
To writes out numerical and analytical force on evb atoms check_f
Specialized EVB section for proton transfer evb_section
To be used with evb_section transition_section
To switch off calculation of electrostatics for EVB atoms no_elec_force
This is not a valid keyword write_res_crg
To specify the vq of each evb atom with protein and water atoms write_vq_out

Table of the Keywords MD_PARM Level
To set the number of steps NSTEPS
To set the temperature TEMPERATURE
To de�ne the tolerance temperature TOLERANCE_TEMP
To de�ne multiple steps in temperature MULTI_TEMPS
To de�ne the stepsize [ps] STEPSIZE
To de�ne multiple stepsizes MULTI_STEPSIZE
To change the stepsize during the run CH_STEPSIZE
To specify the number of extra relaxation steps RELAX_1
To specify that no automatic relaxation no_auto_relax
This is not a valid keyword auto_relax_steps
To set the frequency of updates of nonbonded interactions nbupdate
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To run in the gas phase GAS_PHASE
To remove bulk water NO_BULK
To de�ne the radius for region2 REGION2A_R
To de�ne the radius for the water solvent grid WATER_R
To de�ne the distance of water to membrane atoms WATER_MEM_R
To ionize all ionizable residues in region 2 ion_reg2 0.5
To de�ne the langevin grid LANGEVIN_R
To specify the radius for thermalizable atoms thermalize_r
To specify the exclusion and water grid center coordinates ex_w_center
To print all reswidues in a speci�ed layer write_res_in_surf
To print waters around certain residues write_wat_from_res
To set the solvent solvent
To switch on inductive forces induce
To specify the screen parameter in the induced dipole calculdation induce_screen
To set the dielectric constrant to screen electrostatic interaction electro_screen
To switch the calculation of the induced force on or off indforce
To switch on induction for ac atoms induce_ac_atoms
To calculate VDW interactions using de�ned parameters A& B p_pair_vdw
To calculate VDW interactions using de�ned parameters e andr p_pair_vdw_er
To switch off electrostatics between certain residues no_electro_pair
To specifying a start and end con�guration for constrainingpdb constraint_1_pdb
To de�ne constraints for region 2 atoms CONSTRAINT_2
To de�ne constraints for water molecules CONSTRAINT_W
To de�ne distance constraints for 2 sets of atoms CONSTRAINT_2D
To constraint the distance between a pair of atoms CONSTRAINT_PAIR
To de�ne position constraints for an atom CONSTRAINT_POST
To de�ne a position constraints for atom and a point CONSTRAINT_R
To de�ne an angular constraint CONSTRAINT_ANG
To de�ne a torsional constraint CONSTRAINT_TOR
To de�ne a positional constraint on mainchain atoms CONSTRAINT_MAIN
To de�ne constraints for main torsions CONSTRAINT_MAINTOR
To de�ne positional constraints for a residue CONSTRAINT_RES
To de�ne positional constraints for an atom CONSTRAINT_ATM
To de�ne constraints for helix torsions and hbonds HELIX_CONSTRAINT
To constraint H atoms in their original positions H_CONSTRAINT
To use the SHAKE method for 2 atoms SHAKE_CONS_DIST
To de�ne the SHAKE parameters SHAKE_PARAMETER
To use atomic coordinates from a restart for constraints rest_constr
To specify the distance and constraint force for region 1 atoms region1_plus_cons
To specify the frequency of printing xyz coordinates write_atom_xyz
To set the frequency a restart is being written REST_FQ
To set the frequency a restart �le is being updated rest_update_fq
To record a binary to allow for movie creation MOVIE_CO
To set the movie frequency written to the binary �le MOVIE_FQ
To request a quasiharmonic estimate of the entropy QUASIH_ENTROPY
To specify the 2 states for the RR approach RR_STATE
To specify the force constants for the RR approach RR_FORCE
To specify the force constant for the quasiharmonic approach RR_QUASIH
To specify the restart �les for a RR calculation rr_restart
To set several parameters for RR calculations rr_prep
To specify LD with 2 solvents and user-de�ned reorganization energy langevin_chem_conf
To specify Hij for running langevin_chem_conf lan_chem_conf_Hij
To specify the gas-phase shift for running langevin_chem_conf lan_chem_conf_gas
This is not a valid keyword lan_chem_conf_fq
To request a LD simulation langevin_dyn
To assign dummy properties to an atom dummy_atom
To specify the gamma parameter in LD simulations lan_dyn_gamma
To specify solevnt dipoles in LD simulations sol_evb_dipole
To specify initial coordinates for each solevnt in sol_evb_dipole x_sol_0
To specify the coupling of langevin dipole solvents sol_evb_couple
To start a user-de�ned child run from a parent EVB run evb_callout
To gather energies (for paradynamic runs) evb_wref
To specify mass, force constant and gamma for added conformation langevin dipole conformation_mkxg
To specify constants in conformation energy calculations conform_u_parms
To de�ne the langevin solvent coupling strength qq_couple_factor
To specify the �le for langevin solvent coordinates sol_�le_name
To request the use of implicit solvation exp_implicit_sv
To specify the input �le for doing helicase calculations helicase_�le
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This is not a valid keyword fdft
To invoke the QMMM level (region 1 atoms are treated by QM) qmmm
This is not a valid keyword qcff
Evaluate the PMF by moving from initial to �nal state pmf
To specify the radius of gyration constraint of CA atoms gyration_cons
To specify the PMF mapping ub_sampling
To freeze all atoms of a certain region FIX_REGION
To freeze certain residues FIX_RES
To freeze certain atoms FIX_ATOM
To freeze the center of mass of region 1 atoms FIX_CENTER_OF_M_I
To freeze CA torsions FIX_CA_TORSIONS
To set the energy of �xed atoms constant (no update) NO_E_FIX_ATOMS
To set a new parameters for a certain angle ANGLE_PARM
To check all forces in the system CHECK_ALL_F
To monitor a certain distance in a simulation DIST_ATOMS
To de�ne the frequency of distance monitoring DIST_WRITE_FQ
To monitor a certain angle in a simulation WRITE_ANGLE
To de�ne the frequency of angle monitoring ANGLE_WRITE_FQ
To monitor a certain torsion in a simulation WRITE_TORSION
To de�ne the frequency of torsional monitoring TORSION_WRITE_FQ
To monitor the velocity of atoms VELOCITY_ATOMS
To de�ne the frequency of velocity monitoring VELOCITY_WRITE_FQ
To de�ne the frequency of the log �les LOG_WRITE_FQ
To de�ne the frequency of the gap �les GAP_WRITE_FQ
To rigidly rotate a torsion and other atoms with it RIGID_ROT_TOR
To generate a Ramachandran map RAMACHANDRAN_MAP
To optimize the protonation state of HIS residues OPT_HIS
To minimize using steepest descent method STEEP_MINI
To de�ne the stepsize for steepest descent STEEPEST_STEPSIZE
To keep the total energy of teh system constant CONSTANT_E
To minimize region 1 atoms using Newton Raphson NEWTON_RAPHSON_MIN
To calculate the contact order GET_CONTACT_ORDER
To calculate contact order for an explicit structure EXPLICIT_CONTACT
To calculate the radius of gyration GET_GYRATION
To use Monte Carlo sampling instead of MD MC_DYNAMICS
To de�ne a group of atoms for MC entropy correction MC_ENTROPY_ATOMS
To de�ne the radius for the entropy calculation in MC MC_ENTROPY_R
To set the replusion VDW parameter SET_VDW_PARM_A
To calculate the RMSD of a residue RMS_RESIDUE
To check all angles above a certain treshold CHECK_ANGLE
To check the coordinates of a residue CHECK_RES_COORD
To print the angles of water molecules WRITE_W_ANGLE
To write a PDB �le with angles for waters WRITE_PDB_W_ANGLE
To keep the total energy of teh system constant CONSTANT_E
To specify the power parameter for LJ protein-protein NONBOND_LJ_AB
To specify the power parameter for LJ protein-protein (united atom) NONBOND_LJ_UH
To specify the added nonbonded interaction parameters for H-bonds hb_simp_gas_parm
To specify the added nonbonded interaction parameters for H-bonds hb_simp_gas_parm2
I have no idea but Spyros will know more here cg_radius
I have no idea but Spyros will know more here expl_ion_self_e
To specify the use of langevin dipoles for MD in explicit form expl_lgvn
To build a Langevin dipole grid LD_FOR_MEMBRANE
To build an ionic grid IG_FOR_MEMBRANE
To de�ne a rectangular ionic grid around simpli�ed system ig_rec_for_membrane
To write out the average force on de�ned atoms write_ave_force
To set the frequency for WRITE_AVE_FORCE write_ave_f_fq
To request the calculation of vibrational spectra cal_vb_spectra
To request the calculation of vibrational spectra for region1 atoms cal_reg1_spectra
To request the calculation of torsion normal modes for alfa_beta simple systems alfa_tor_nr_modes
To request the calculation of cartesian normal modes for CA and CB alfa_xyz_nr_modes
To request minimizing the CA simple system using Newton-Raphson ca_tor_nr_minimize
To request a Newton-Raphson minimization newton_raphson_min
To calculate the contact order GET_CONTACT_ORDER
To calculate contact order for an explicit structure EXPLICIT_CONTACT
To calculate the radius of gyration GET_GYRATION
To calculate the native hbonds GET_NATIVE_HB
To use Monte Carlo sampling instead of MD MC_DYNAMICS
To de�ne a group of atoms for MC entropy correction MC_ENTROPY_ATOMS
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To de�ne the radius for the entropy calculation in MC MC_ENTROPY_R
To calculate electrostatics between 2 residues ELECTRO_RES
To specify input data for calculating polarity in folding/unfolding simple_side_crg_f
To specify the library for calculating polarity in folding/unfolding simple_side_lib
To specify the polar and nonpolar polarity for simple CG residues simp_res_polarity
To specify the dielectric constant and list of ionized sidechains sidechain_ions
To specify the scaling factor for VDW interactions between side and mainchain vdw_ms_scaling
To specify the calculation of VDW interactions (in certain cutoff distances) use_vdw_er
Tp specify a user-de�ned distance-dependent dielectric constant user_dielec
To specify a user-de�ned set of VDW repulsion parameters set_vdw_parm_a
To specify constraints to go from initial to �nal structure pdb_2_cons
I have no idea but Spyros will know more here pdb_2_pmf
I have no idea but Spyros will know more here pdb_3_pmf
I have no idea but Spyros will know more here pdb_2_pmf_grp2
To exclude atoms from the atoms included in pdb_2_cons pdb_2_free_atoms
To kill charges for atoms angled or bonded to region 1 atoms ba_crg_kill
To specify printing of nonbonded interactions for each atompair (regions 1 and 2) nonbond_grp
To specify the frequency of printing using nonbond_grp nonbond_e_w_fq
To calculate the RMSD of a residue RMS_RESIDUE
To calculate the RMSD of a group of residues RMS_GROUP
To de�ne the frequency of the RMS calculation RMS_WRITE_STEP
To calculate the radial distribution function CALCULATE_RDF
To print interactions between mainchains and sidechains write_main_side_e
To print the total HBONDS energy write_hb_e
To specify or change atom coordinates setxyz
To reset a charge from a protein atom set_p_crg
To de�ne the strength and direction of external �eld EXTERNAL_FIELD
To de�ne the polarizability value for membrane atoms (generated by molaris) polarizability_mem
To calculate the macroscopic dielectric around a resiude MACRO_DIELECTRIC
To give a detailed output on used CPU resources and runtime show_cpu_time

4.2 The keywords split into tasks
� Structural tools

– Operations on entire system

– Operations on selected residues

– Operations on atoms

– Operations on bonds

– Operations on angles

– Operations on torsions

– Operations on non-bonded interactions

– Operations for coarse-grained modelling

– Operations on Input/Output and �le generation

� MD Settings

– Steps and stepsizes

– Constraints

– Cutoff de�nitions and radii

– Temperature settings

– Solvation

– Minimization and relaxation

– Visualization tools

– Coarse-grained modelling

– Entropy calculations

– Langevin-Chem-Conf calculations

� EVB calculations
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STRUCTURAL TOOLS: OPERATIONS ON ENTIRE SYSTEM

within ANALYZE
To display all residues current loaded allres
To display all ionizable residues all_ionizable
To display all residues of a certain type restype
To calculate the total energy of the current system system_e
To calculate a certain angle in the system get_ang
To calculate a certain torsion in the system get_tor
To calculate the radius of gyration (for a user de�ned group) get_gyration
To calculate the native HBOND network get_native_hb
To calculate the contact order get_contact_order
To diaplay all bonds above a certain treshold chk_bond
To display all angles above a certain treshold chk_angle
To display all main torsions above a certain treshold chk_maintor
This is not a valid keyword set_angle
To display all bad nonbonded interactions below a certain distance chk_bad_nonbd_r
To display all disul�de bridges in the system chk_disul�de
To display all salt bridges in the system chk_salt_bridge
To display all SS bridges in the system chk_ss_bridge
To calculate electrostatics for a selection of the system inside radius r electro_radius
To calculate the center of the system (CM) center_s
To adjust the center of mass (CM) adjust_cm
To �nd all ionizable residues within a sphere sphereion
To �nd all residues within a radius from a center sphereres
To rotate hydrogen bound to heavy atoms rotate_h
To rotate the axis rotate_axis
To rotate a helix rotate_helix
To create �les for viewing the electrostatic potential surface for region 1 viewpot
To calculate the VDW surface area of the protein vdwsurf
To translate the whole system translate_system
To rigidly align CA of the current system with the CA of a PDB �le superimpose_ca_pdb
To rigidly align CA of the current system with the CA of restart �le superimpose_ca_rest
To list all HBONDS in a de�ned cutoff cutoff range for that bonds list_hbonds
To list all HBONDS that exist in the current structure and a restart �le list_hbonds_2
To compare the residues numbers between current system and PDB �le pdb_res_to_mol_res
To uncharge the residues chraged from the amber library uncharge_amber
To convert the CG model to the alfa-beta model cg_to_alfa_beta
To calculate the non-bonded pairlist for speci�ed CG residues cb_nonbond_list
To minimize added sidechains using the steepest descent method minimize_side
To convert simpli�ed residues to explicit structures simp_to_expl_pdb
To convert and relax simpli�ed residues to explicit structures simp_to_expl_relax
To ionize all resiues of the speci�ed type iontyp
To ionize simpli�ed residues of a speci�ed type ion_simp_type
To ionize united residues of a speci�ed type ion_united_type
To add electrodes to the system add_electrodes
To add a membrane grid to the system add_memgrid
To add membrane electrodes to the system add_mem_electrodes
To de�ne region1 atoms reg1_atm
To add a layer of membrane grid around the surface of speci�edregion 1 atoms add_memgrid_surface
To remove membrane atoms within a sphere or cylindrical space remove_mem_r
To remove membrane atoms within a cubic or recangular space remove_mem_xyz
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane
To build a LD grid around the system ld_for_membrane
To build an ionic grid around the system ig_for_membrane
To print the group correlation matrix write_grp_corr
To calculate the autocorrelation auto_correlation
To update the topology �le update_topology
To generate a histogram from an external �le general_histogram

within PRE_ENZ Level
To half-ionize all residues of a certain type iontyp_half
To ionize all residues of a certain type iontyp
To ionize all DNA residues inside a given radius with -1 ion_phosphate
To ionize all residues of a certain simpli�ed type ion_simp_type
To set teh charge to zero for every mainchain atom in a speci�ed residue set_maincrg0
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane
To calculate electrostatics of a region1 residue with region2 electro
To display all atom sof a certain residue resatom
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To display all bonds of a certain residue resbond
within RELAX

To de�ne all residues in region 2 region2_res
To calculate the protein energy of explicit and simple residues explicit_simple
To minimize added sidechains using the steepest descent method minimize_side
To minimize the main torsion in the protein minimize_main_tor
To specify the minimum system energy for minimizing sidechains minimize_run_parm
To specify the center corrdinates for gyration calculations gyration_center
To specify initial and �nal postions of the atom for the relaxmapping relax_map_pmf_z
To relax with protein native-contact order constraint for simple system relax_map_contact
To relax with native HBOND constraints relax_map_native_hb
To calculate the protein contact order for explicit structures explicit_contact
To calculate electrostatics between substrate and the remainder of the system substrate_res
To specify the dielectric constant for substrate and sidechain atoms diele_sub_side

within AC
To de�ne region 1 residues reg1_res
To de�ne region 1 atoms reg1_atm
To write out the force on AC atoms check_f
To morph AC atoms during an AC calculation atom_B_shrink

within EVB
To monitor electrostatics between an EVB(s) atom and the system evb_grp_elec
To calculate electrostatics between an EVB an dprotein group evb_pro_grp_elec
To be used with other keyword evb_ts_II_0_atm
To calculate the LRA VDW contribution from each protein residue lra_grp_vdw
To calculate average electrostatics of each residue to eachresonance state ave_elec
To calculate electrostatic contribution of main and sidechain atoms chain_ele_state
To calculate VDW between evb and protein atoms vdw_evb_p
To delete an angle between EVB atoms kill_ang
To add a new angle between EVB atoms (or atoms) add_ang
To set a new angle between EVB atoms (or atoms) set_ang

Structural tools: Operations on selected residues
within ANALYZE

To display all atom sof a certain residue resatom
To display all bonds of a certain residue resbond
To display all angles of a certain residue resang
To display all torsions of a certain residue restor
To display all improper torsions of a certain residue resitor
To specify the residue number and effective dielectric of a non-ionizable residue res_ion_vq
To display the distance between 2 atoms distatom
To calculate a certain angle in the system get_ang
To calculate a certain torsion in the system get_tor
To calculate the distance between 2 residues distres
To calculate the minimum distance between 2 residues (heavyatoms only!) minimum_distres
To calculate electrostatics for a pair of residues electro_res
To calculate the center of a given residue and to specify a newcenter and radius center_r
To �nd all atoms within a radius of a center sphereatm
To move a group of atoms move_atoms
To mutate a residue mutate_res
To mutate to a simpli�ed residue (from simpli�ed or explicitrepresentation) mutate_simp_res
To mutate a residue to H2O mutate_res_to_h2o
To replace a solute molecule in the system replace_ligand
To return the residue number an atom belongs to whichres
To calculate the non-bonded pairlist for speci�ed CG residues cb_nonbond_list
To convert simpli�ed residues to explicit structures simp_to_expl_pdb
To convert and relax simpli�ed residues to explicit structures simp_to_expl_relax
To ionize all resiues of the speci�ed type iontyp
To ionize simpli�ed residues of a speci�ed type ion_simp_type
To ionize united residues of a speci�ed type ion_united_type
To dock a ligand into a binding site dock_ligand
To add a new C-terminal residue add_res_at_end
To add a new N-terminal residue add_res_at_start
To insert a new residue at a speci�ed position insert_res
To remove a residue at a speci�ed position remove_res

within PRE_ENZ
To ionize a certain residue ionres
To half-ionize a certain residue ionres_half
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To half-ionize all residues of a certain type iontyp_half
To unionize a certain residue unionres
To ionize all residues of a certain type iontyp
To ionize all DNA residues inside a given radius with -1 ion_phosphate
To ionize all residues of a certain simpli�ed type ion_simp_type
To set the charge to zero for speci�ed residues setcrg0
To set teh charge to zero for every mainchain atom in a speci�ed residue set_maincrg0
To display all atom sof a certain residue resatom
To display all bonds of a certain residue resbond

Operations on atoms

To display the distance between 2 atoms distatom
To calculate a certain angle in the system get_ang
To calculate a certain torsion in the system get_tor
To calculate the distance between 2 sidechain atoms dist_cen_side_heavy
To change atom coordinates setxyz
To calculate electrostatics for a pair of atoms electro_atm
To calculate the center of a selection of atoms center_atoms
To �nd all atoms within a radius of a center sphereatm
To add a new bond between two atoms addbond
To display all bonds for an atom bonds_for_atom
To display all angles for an atom angles_for_atom
To remove a bond between atoms removebond
To render an atom dummy set_atom_dummy
To move a group of atoms move_atoms
To rotate an atom rotate_atom
To return the residue number an atom belongs to whichres
To add main chain atoms add_main_atoms
To add sidechain atoms add_sidechain
To de�ne region1 atoms reg1_atm
To remove membrane atoms within a sphere or cylindrical space remove_mem_r
To remove membrane atoms within a cubic or recangular space remove_mem_xyz
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane

within PRE_ENZ Level
To set a new charge for a speci�ed atom setcrg
To change atom coordinates setxyz
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane
To use atomic coordinates from a restart for constraints rest_constr
To display all atom sof a certain residue resatom
To display all bonds of a certain residue resbond

Operations on bonds

To display all bonds of a certain residue resbond
To diaplay all bonds above a certain treshold chk_bond
To display all disul�de bridges in the system chk_disul�de
To display all salt bridges in the system chk_salt_bridge
To display all SS bridges in the system chk_ss_bridge
To add a new bond between two atoms addbond
To display all bonds for an atom bonds_for_atom
To display all angles for an atom angles_for_atom
To remove a bond between atoms removebond
To rotate hydrogen bound to heavy atoms rotate_h
To list all HBONDS in a de�ned cutoff cutoff range for that bonds list_hbonds
To list all HBONDS that exist in the current structure and a restart �le list_hbonds_2

within PRE_ENZ
To display all bonds of a certain residue resbond

Operations on angles

To display all angles of a certain residue resang
To calculate a certain angle in the system get_ang
To display all angles above a certain treshold chk_angle
To display all angles for an atom angles_for_atom

Operations on torsions
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To display all torsions of a certain residue restor
To display all improper torsions of a certain residue resitor
To calculate a certain torsion in the system get_tor
To display all main torsions above a certain treshold chk_maintor

Operations on nonbonded interactions

To display all bad nonbonded interactions below a certain distance chk_bad_nonbd_r
To calculate electrostatics for a selection of the system inside radius r electro_radius
To calculate electrostatics for a pair of residues electro_res
To calculate electrostatics for a pair of atoms electro_atm
To calculate the VDW surface area of the protein vdwsurf

Table of the Keywords PRE_ENZ Level
To calculate electrostatics of a region1 residue with region2 electro

Operations for Coarse-grained modelling

To calculate the contact order get_contact_order
To calculate the distance between 2 residues distres
To calculate the distance between 2 sidechain atoms dist_cen_side_heavy
To calculate the minimum distance between 2 residues (heavyatoms only!) minimum_distres
To rotate the axis rotate_axis
To rotate a helix rotate_helix
To rigidly align CA of the current system with the CA of a PDB �le superimpose_ca_pdb
To rigidly align CA of the current system with the CA of restart �le superimpose_ca_rest
To convert the CG model to the alfa-beta model cg_to_alfa_beta
To calculate the non-bonded pairlist for speci�ed CG residues cb_nonbond_list
To add main chain atoms add_main_atoms
To add sidechain atoms add_sidechain
To minimize added sidechains using the steepest descent method minimize_side
To convert simpli�ed residues to explicit structures simp_to_expl_pdb
To convert and relax simpli�ed residues to explicit structures simp_to_expl_relax
To relax with 2 PDB structures – Ask Dr. Chu here expl_pdb_2_relax
To ionize simpli�ed residues of a speci�ed type ion_simp_type
To ionize united residues of a speci�ed type ion_united_type
To add electrodes to the system add_electrodes
To add a membrane grid to the system add_memgrid
To add membrane electrodes to the system add_mem_electrodes
To add a layer of membrane grid around the surface of speci�edregion 1 atoms add_memgrid_surface
To remove membrane atoms within a sphere or cylindrical space remove_mem_r
To remove membrane atoms within a cubic or recangular space remove_mem_xyz
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane
To build a LD grid around the system ld_for_membrane
To build an ionic grid around the system ig_for_membrane

within PRE_ENZ
To half-ionize a certain residue ionres_half
To half-ionize all residues of a certain type iontyp_half
To unionize a certain residue unionres
To ionize all DNA residues inside a given radius with -1 ion_phosphate
To ionize all residues of a certain simpli�ed type ion_simp_type
To set teh charge to zero for every mainchain atom in a speci�ed residue set_maincrg0
To charge membrane atoms (top and bottom layers along a speci�ed axis) charge_membrane

MD settings: Steps and stepsize
To set the number of steps NSTEPS
To de�ne the stepsize [ps] STEPSIZE
To de�ne multiple stepsizes MULTI_STEPSIZE
To change the stepsize during the run CH_STEPSIZE
To specify the number of extra relaxation steps RELAX_1
To specify that no automatic relaxation is performed no_auto_relax
To de�ne the stepsize for steepest descent STEEPEST_STEPSIZE

MD settings: Constraints

To specifying a start and end con�guration for constrainingpdb constraint_1_pdb
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To de�ne constraints for region 2 atoms CONSTRAINT_2
To de�ne constraints for water molecules CONSTRAINT_W
To de�ne distance constraints for 2 sets of atoms CONSTRAINT_2D
To constraint the distance between a pair of atoms CONSTRAINT_PAIR
To de�ne position constraints for an atom CONSTRAINT_POST
To de�ne a position constraints for atom and a point CONSTRAINT_R
To de�ne an angular constraint CONSTRAINT_ANG
To de�ne a torsional constraint CONSTRAINT_TOR
To de�ne a positional constraint on mainchain atoms CONSTRAINT_MAIN
To de�ne constraints for main torsions CONSTRAINT_MAINTOR
To de�ne positional constraints for a residue CONSTRAINT_RES
To de�ne positional constraints for an atom CONSTRAINT_ATM
To de�ne constraints for helix torsions and hbonds HELIX_CONSTRAINT
To constraint H atoms in their original positions H_CONSTRAINT
To use the SHAKE method for 2 atoms SHAKE_CONS_DIST
To de�ne the SHAKE parameters SHAKE_PARAMETER
To use atomic coordinates from a restart for constraints rest_constr
To specify the distance and constraint force for region 1 atoms region1_plus_cons
To freeze all atoms of a certain region FIX_REGION
To freeze certain residues FIX_RES
To freeze certain atoms FIX_ATOM
To freeze the center of mass of region 1 atoms FIX_CENTER_OF_M_I
To freeze CA torsions FIX_CA_TORSIONS
To set the energy of �xed atoms constant (no update) NO_E_FIX_ATOMS
To keep the total energy of teh system constant CONSTANT_E
To specify constraints to go from initial to �nal structure pdb_2_cons
To exclude atoms from the atoms included in pdb_2_cons pdb_2_free_atoms

MD settings: Cutoff radii

To de�ne the radius for region2 REGION2A_R
To de�ne the radius for the water solvent grid WATER_R
To de�ne the distance of water to membrane atoms WATER_MEM_R
To specify the exclusion and water grid center coordinates ex_w_center
To specify the distance and constraint force for region 1 atoms region1_plus_cons

MD settings: Temperature

To set the temperature TEMPERATURE
To de�ne the tolerance temperature TOLERANCE_TEMP
To de�ne multiple steps in temperature MULTI_TEMPS
To de�ne the target temperature in the xentroid run centroid_temp

MD settings: Solvation

To run in the gas phase GAS_PHASE
To remove bulk water NO_BULK
To de�ne the radius for the water solvent grid WATER_R
To de�ne the distance of water to membrane atoms WATER_MEM_R
To de�ne the langevin grid LANGEVIN_R
To specify the exclusion and water grid center coordinates ex_w_center
To print waters around certain residues write_wat_from_res
To set the solvent solvent
To switch on inductive forces induce
To specify the screen parameter in the induced dipole calculdation induce_screen
To set the dielectric constrant to screen electrostatic interaction electro_screen
To switch the calculation of the induced force on or off indforce
To switch on induction for ac atoms induce_ac_atoms
To specify LD with 2 solvents and user-de�ned reorganization energy langevin_chem_conf
To specify the gamma parameter in LD simulations lan_dyn_gamma
To specify solevnt dipoles in LD simulations sol_evb_dipole
To specify initial coordinates for each solevnt in sol_evb_dipole x_sol_0
To specify the coupling of langevin dipole solvents sol_evb_couple
To de�ne the langevin solvent coupling strength qq_couple_factor
To specify the �le for langevin solvent coordinates sol_�le_name
To request the use of implicit solvation exp_implicit_sv
To specify the use of langevin dipoles for MD in explicit form expl_lgvn
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To build a Langevin dipole grid LD_FOR_MEMBRANE
To build an ionic grid IG_FOR_MEMBRANE
To de�ne a rectangular ionic grid around simpli�ed system ig_rec_for_membrane
Tp specify a user-de�ned distance-dependent dielectric constant user_dielec
To calculate the macroscopic dielectric around a resiude MACRO_DIELECTRIC

MD settings: Monitoring and altering degrees of freedom

To set the frequency of updates of nonbonded interactions nbupdate
To calculate VDW interactions using de�ned parameters A& B p_pair_vdw
To calculate VDW interactions using de�ned parameters e andr p_pair_vdw_er
To switch off electrostatics between certain residues no_electro_pair
To assign dummy properties to an atom dummy_atom
To set the energy of �xed atoms constant (no update) NO_E_FIX_ATOMS
To set a new parameters for a certain angle ANGLE_PARM
To check all forces in the system CHECK_ALL_F
To monitor a certain angle in a simulation WRITE_ANGLE
To de�ne the frequency of angle monitoring ANGLE_WRITE_FQ
To monitor a certain torsion in a simulation WRITE_TORSION
To de�ne the frequency of torsional monitoring TORSION_WRITE_FQ
To monitor the velocity of atoms VELOCITY_ATOMS
To de�ne the frequency of velocity monitoring VELOCITY_WRITE_FQ
To de�ne the frequency of the log �les LOG_WRITE_FQ
To de�ne the frequency of the gap �les GAP_WRITE_FQ
To rigidly rotate a torsion and other atoms with it RIGID_ROT_TOR
To generate a Ramachandran map RAMACHANDRAN_MAP
To keep the total energy of teh system constant CONSTANT_E
To set the replusion VDW parameter SET_VDW_PARM_A
To check all angles above a certain treshold CHECK_ANGLE
To print the angles of water molecules WRITE_W_ANGLE
To write a PDB �le with angles for waters WRITE_PDB_W_ANGLE
To keep the total energy of teh system constant CONSTANT_E
To specify the power parameter for LJ protein-protein NONBOND_LJ_AB
To specify the power parameter for LJ protein-protein (united atom) NONBOND_LJ_UH
To specify the added nonbonded interaction parameters for H-bonds hb_simp_gas_parm
To specify the added nonbonded interaction parameters for H-bonds hb_simp_gas_parm2
To write out the average force on de�ned atoms write_ave_force
To set the frequency for WRITE_AVE_FORCE write_ave_f_fq
To request the calculation of torsion normal modes for alfa_beta simple systems alfa_tor_nr_modes
To request the calculation of cartesian normal modes for CA and CB alfa_xyz_nr_modes
To calculate electrostatics between 2 residues ELECTRO_RES
To specify the scaling factor for VDW interactions between side and mainchain vdw_ms_scaling
To specify the calculation of VDW interactions (in certain cutoff distances) use_vdw_er
To specify a user-de�ned set of VDW repulsion parameters set_vdw_parm_a
To exclude atoms from the atoms included in pdb_2_cons pdb_2_free_atoms
To kill charges for atoms angled or bonded to region 1 atoms ba_crg_kill
To specify printing of nonbonded interactions for each atompair (regions 1 and 2) nonbond_grp
To specify the frequency of printing using nonbond_grp nonbond_e_w_fq
To print interactions between mainchains and sidechains write_main_side_e
To print the total HBONDS energy write_hb_e

MD settings: Minimization& Relaxation

To specify the number of extra relaxation steps RELAX_1
To specify that no automatic relaxation no_auto_relax
To optimize the protonation state of HIS residues OPT_HIS
To minimize using steepest descent method STEEP_MINI
To de�ne the stepsize for steepest descent STEEPEST_STEPSIZE
To minimize region 1 atoms using Newton Raphson NEWTON_RAPHSON_MIN
To request minimizing the CA simple system using Newton-Raphson ca_tor_nr_minimize
To request a Newton-Raphson minimization newton_raphson_min

MD settings: Coarse-grained modelling

To specify the exclusion and water grid center coordinates ex_w_center
To specify the radius of gyration constraint of CA atoms gyration_cons
To calculate the contact order GET_CONTACT_ORDER
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To calculate contact order for an explicit structure EXPLICIT_CONTACT
To build a Langevin dipole grid LD_FOR_MEMBRANE
To build an ionic grid IG_FOR_MEMBRANE
To de�ne a rectangular ionic grid around simpli�ed system ig_rec_for_membrane
To request the calculation of torsion normal modes for alfa_beta simple systems alfa_tor_nr_modes
To request the calculation of cartesian normal modes for CA and CB alfa_xyz_nr_modes
To request minimizing the CA simple system using Newton-Raphson ca_tor_nr_minimize
To calculate the contact order GET_CONTACT_ORDER
To calculate contact order for an explicit structure EXPLICIT_CONTACT
To calculate the radius of gyration GET_GYRATION
To calculate the native hbonds GET_NATIVE_HB
To specify input data for calculating polarity in folding/unfolding simple_side_crg_f
To specify the library for calculating polarity in folding/unfolding simple_side_lib
To specify the polar and nonpolar polarity for simple CG residues simp_res_polarity
To specify the dielectric constant and list of ionized sidechains sidechain_ions
To de�ne the strength and direction of external �eld EXTERNAL_FIELD
To de�ne the polarizability value for membrane atoms (generated by molaris) polarizability_mem

MD settings: Entropy

To request a quasiharmonic estimate of the entropy QUASIH_ENTROPY
To specify the 2 states for the RR approach RR_STATE
To specify the force constants for the RR approach RR_FORCE
To specify the force constant for the quasiharmonic approach RR_QUASIH
To specify the restart �les for a RR calculation rr_restart
To set several parameters for RR calculations rr_prep
To use Monte Carlo sampling instead of MD MC_DYNAMICS
To de�ne a group of atoms for MC entropy correction MC_ENTROPY_ATOMS
To de�ne the radius for the entropy calculation in MC MC_ENTROPY_R
To de�ne a group of atoms for MC entropy correction MC_ENTROPY_ATOMS
To de�ne the radius for the entropy calculation in MC MC_ENTROPY_R

MD settings: Visualization

To write out coordinates of speci�ed residues in a abinary �le MOVIE_CO
To set the frequency of writing coordinates to the binary �le MOVIE_FQ

within ANALYZE
To enter the module to create a movie from a binary �le VIEWMOVIE
To specify the force constants for the RR approach RR_FORCE
To specify the force constant for the quasiharmonic approach RR_QUASIH
To specify the restart �les for a RR calculation rr_restart
To set several parameters for RR calculations rr_prep
To use Monte Carlo sampling instead of MD MC_DYNAMICS
To de�ne a group of atoms for MC entropy correction MC_ENTROPY_ATOMS
To de�ne the radius for the entropy calculation in MC MC_ENTROPY_R
To de�ne a group of atoms for MC entropy correction MC_ENTROPY_ATOMS
To de�ne the radius for the entropy calculation in MC MC_ENTROPY_R
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Chapter 5

Appendices

5.1 List of Demos

5.1.1 Demoan_total

Analyze the system and obtain divers info from it.

5.1.2 Demoez_relax

Relaxation of a protein with molecular dynamics.

5.1.3 Demoez_EVBgasphase

5.1.4 Demoez_EVB

EVB calculation for the reaction catalysed by ubtilisin in water and in the protein. The results are written in$OUT_DIR/evb_subwat
and$OUT_DIR/evb_sub , respectively. Note that the gap �les generated by this demo, which correspond to the energy values for each
frame in the free energy perturbation (FEP) calculation arelocated in$OUT_DIR/ * . Mapping of those �les is done by the program
xmap which is provided withMOLARIS.

175



176 CHAPTER 5. APPENDICES

5.1.5 Demoez_EVBcentroid

5.1.6 Demoez_EVBadiabgasphase

5.1.7 Demoez_EVBadiab

5.1.8 Demoez_EVBnonequilibrium

5.1.9 Demoez_PMF

5.1.10 Demoez_AC

5.1.11 Demoez_RRA

5.1.12 Demopl_solvpdld

5.1.13 Demopl_solvfep

5.1.14 Demopl_aipdld

5.1.15 Demopl_bindpdld

5.1.16 Demopl_pkapdld
pK acalculation of a residue in a protein. The results are written in $OUT_DIR/bpti_pka .

5.1.17 Demopl_pkafep

5.1.18 Demopl_redoxpdld

5.1.19 Demopl_redoxfep

5.1.20 Demopl_logp

5.1.21 Demopl_titraph0

5.1.22 Demopl_evbpdld
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