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Chapter 1

Introduction

1.1 What isMOLARISand MOLARIS-XG?

MOLARISIs a package that integrates two main modut¢ZYMIXandPOLARIS, and a

set of general utilities which are incorporated in the medANALYZE These three mod-
ules are interconnected in order to provide a robust and golteol for investigating the
function of biological molecules. The program is particylaffective in studies of enzy-
matic reactions [1] and in evaluating electrostatic eresrgn proteins [2] MOLARIS-XG

is an extension of th&MOLARISpackage to coarse-grain (CG) calculations [3]. The use
and scope oENZYMIXandPOLARIS as well asdMIOLARIS-XGare described in the next
sections.

Characteristics of the program

The software design principles behind the developmeMOLARISare similar to other
molecular modeling products with the exception tMDLARIShas been developed to
be used by experts and non-experts aliMOLARISis aresultsoriented (as opposed to
methodsriented) product with the following characteristics:

Targeted to solve a speci ¢ R&D problem: Solvation, bindangd catalysis.
Easy to use, to teach, quick to provide results.
Packaged with the expertise of experienced computatidreahdsts.

Directly linked to experiments: direct comparison agamstasured properties.

MOLARISrovides a complete tool for the investigation of the stoetfunction relation-
ships in enzymes and other biomolecules. TIMOLARIScan:

Propagate molecular dynamics (MD) trajectories for vagipurposes.

Evaluate free energy pro les for reactions in water and izyenes, by means of
combinations of empirical valence bond (EVB) potentialrggesurfaces with free
energy perturbation/umbrella sampling (FEP/US) appresch
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Obtain solvation free energies of molecules in water or engtotein. Evaluate the
solvation energy of part of a macromolecule. This is dond \wiwerful spherical
boundary conditions and special treatment of long rangedlantions.

Perform fully automateg@K , calculations for ionizable residues in the protein and
obtain titration curves of all the residues within the photeThe pK , calculations
are done using the linear response approximation (LRA) atetising automatically
generated protein con gurations for the charged and umydthstates of the given
residues.

Obtain absolute binding free energies of ligands - not onth&lpy or scoring func-
tions. This again is done with the powerful LRA approach.

Calculate REDOX potentials in proteins. Here our approach lteen shown to be
particularly powerful in very challenging cases includirmn sulfur proteins.

Study ion permeation through ion channels. This allows orexplore the effect of
voltage on conductance and gating within the actual stracitiion channels.

Calculate electric elds and molecular electrostatic paiggs in proteins.
Calculate the effect of ionic strength.

Evaluate entropic effects on binding and obtain activagatropies for enzymatic
reactions.

How doesMOLARISdiffers from other molecular modeling packages?

Some of the above characteristics are sharem@y ARISand other molecular modeling
packages. However, there are distinctive featureBI®LARISthat cannot be found in
other programs:

The use of the EVB/FEP/US approach, which allows one to egploe catalytic
activity of enzymes by means of comparison of the reacti@nlgs in the enzyme
and in solution.

Proper inclusion of electrostatic effects in water and iot@ins, including the treat-
ment of induced dipoles by a polarizable force eld (whiclpreperly coupled to the
EVB Hamiltonian).

The use of the protein dipoles/Langevin dipoles (PDLD) rodtAnd its variants in
order to study solvation and binding energies, REDOX pasandpK , shifts. For
example, the PDLD/S-LRA method reliability allows us to aibtaccurate binding
free energies that can be directly compared to experiment.

The use of proper boundary conditions in free energy cdions, including a unique
representation of the proper solvent polarization on théasa of the simulation
sphere. The neglect of this effect leads to problematidtesufree energy calcula-
tions of charged groups and then the results depend on thefsilze group.
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Proper inclusion of long range effects by means of the loeattion eld (LRF)
method.

Advanced FEP treatments of solvation energies and eveopagffects upon ligand
binding or in enzyme catalysis.

1.1.1 WhatisENZYMIX?

The main purpose &NZYMIXis to generate the free energy pro le of reactions in solutio
and in proteins by means of the EVB/FEP/US methodology. Gorepn of the reaction
pro le for the solution reaction to that of the enzyme reantallows the user to differen-
tiate between various mechanisms for the enzymatic reactising the EVB method, it
is possible to translate a postulated mechanism, (proton transfer, nucleophilic attack,
electron transfer, electrophilic attack, etc.) into a éreld that the computer can under-
stand and can be used for calculating the free energy prd Bioh a mechanism. Thus
the computer allows the user sotmulatethe feasibility of a proposed mechanism by com-
paring its free energy pro le to the pro les of other mechamis. The use of thENZYMIX
program inconnectionwith experimental studies is at present the most powerfyl ofa
studying reaction mechanisms, of biological macromolesul

In order to appriciate what is done BBNZYMIXone should realize that it extremely
hard to generate accurate potential energy surfaces forswall molecules using state-
of-the artab initio techniques. The philosophy behigiNZYMIXis that an alternative to
the elusiveab initio studies of enzymatic reactions is the use of the EVB approsbkith
involves mixing of valence bond VB type force elds. This E\&@proach can be forced to
reproduce thab initio potential energy surface of the relevant reference reaatisolution
and can be used to explore ttigangeof the surface in the enzyme active site. These force
elds are constructed using insights gained from both eixpental and theoretical studies
and represent an “engineering” approach to molecular pateurfaces as opposed to the
“rst principles” approach emphasized &b initio methods. In this approach we insist on
getting the most reliablexperimentabr theoreticalestimates of the gas phase energies
of the charged fragments. Alternatively, we use the expamial energies of forming the
fragments in solution and their calculated solvation freergies, noting that it would be
essential to recalibrate the currextt initio results on the same experimental free energies.
Since the force elds irENZYMIXareempiricalin nature it is possible to make them more
accurate as more experimental andfbinitio-based information is gained. See refs. [1, 4]
for further discussion.

In addition to the above EVB/FEP/US tasks, tBHZYMIXmodule also provides a
very effective way of performing a wide range of simulatidndies. This includes the
special ability to perfrom reliable FEP calculations of ijes in proteins. This is due to
the special boundary conditions and long range treatmentisel program (see sections
2.1.5 and 2.1.6). ENZYMIXalso allows one to perform advanced QM/MM calculations

[5].
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1.1.2 What isPOLARIS?

A quantitative understanding of the properties of molegiuresolution is critically impor-
tant to biochemistry, medicine, materials and the enviremtal sciencesPOLARISis a
complete molecular modeling software for the design, satioth, and analysis of molecu-
lar properties in solution.

POLARIS provides a powerful tool for calculations of electrostapimperties of
molecules and macromolecules in solution. All the key fexctbat determine the energy
contributions of molecules in solution - permanent dippleduced dipoles, charges, dis-
persion terms, and hydrophobicity - are include®@LARIS.

Langevin dipoles iPOLARIS accurately model the long term time-averaged polariza-
tion of the solvent molecules achieving a very fast conwecgen calculations of solvation
effects.

How doesPOLARISdiffer from other molecular modeling programs?

The idea that the electrostatic energy is one of the mostitapostructure-function corre-
lators for macromolecules is becoming accepted as a gembeah molecular modeling.
Trying, however, to obtain reliable estimates of elecastenergies in macromolecules is
far from trivial. In principle one can take one of the followg three options to model the
system (see also Figure 1.1):

1. One can use fully microscopic models which representi@xpl all the solvent
and/or proteins atoms (see refs. [6, 7]). Such approacheghwn fact can be
used withinENZYMIX require very large amounts of computer time and involve
major convergence problems. Furthermore, simulationsuba customary cutoff
distances can give inaccurate results due to incorrec¢triezd of long range electro-
static forces (see discussionin [8, 9, 10]).

2. One can represent the solvent molecules by dipoles thaltve@count for the main
physics of the solute-solvent interaction.[2]

3. The solvent region can be divided into relatively largéuate elements and the
average polarization of, as well as the average eld of, easlume element
can be treated within the continuum approximation. Theesgswill be then
treated by solving the continuum electrostatic problem Iscrétized continuum
approaches.[11, 12]
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Options for representing the solvent in computer simuteéipproaches

Microscopic all atom

Figure 1.1: lllustrating the three main options for reprasey the solvent in computer simulation approaches.
The microscopic model uses detailed all-atom representatid evaluates the average interaction between
the solvent residual charges and the solute charges. Simlilatens are expensive. The simpli ed mi-
croscopic model replaces the time average dipole of eaakersomolecule by a point dipole, while the
macroscopic model is based on considering a collection leesbdipoles in a large volume element as a
polarization vector.

The POLARIS program takes the second option using the protein dipolegéan
dipoles (PDLD) approach. This is a simpli ed microscopi@agach that retains the clear
physics of the microscopic world, where one does not havedorae an arbitrary dielectric
constant (the dielectric is just the vacuum dielectric tan. However, the solventis dras-
tically simpli ed and the time average polarization of eadivent molecule is represented
by a Langevin type dipole.[2, 13]

()" =¢eo coth |

i_n (1.1)

0

@)

n 0: n:
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wheree!" is a unit vector in the direction of the local eld, C%is a parameter, ando
is taken as 1.8 D. The equation at the site of the given dipmi¢hie effective Langevin
dipoles, I, is solved iteratively( -)"*! is determined by the eld! from the previous
iteration).
A useful alternative is provided by assuming a linear paktion law that replaces the
Langevin equation
(= (1.3)

Although this equation can, in principle, lead to over piaiation of the solvent molecules
near highly charged sites, it has been found to behave ibkestay and to converge faster
than eq. 1.1. The user, of course, has the option to use ecgiriply by selecting the
appropriate keyword in the input le.

The PDLD model does not try to reproduce the exact positidh@tolvent atoms but
places the solvent dipoles on a simple spherical grid (semudsion in [14]). In order to
understand the advantage of using such a simpli ed solvertehit is useful to consider
some of the problems associated with using a brute forcgaiit simulation. For example,
proteins in the Brookhaven Protein Data Base - t inside aawaroplet 85 Angstroms in
diameter (with the notable exception of hemoglobin andeelarotein molecules). Such a
droplet may contain over 12,000 water molecules. Free Erigegurbation (FEP) methods
must explicitly represent all these water molecules. Beeaach water molecule requires
18 degrees of freedom (9 coordinates and 9 momenta) thentotaber of degrees of free-
dom for the water molecules alone is over 200,000. Hencé,lbage physical memory and
great speed is required to model these systems with FEP dstRorthermore, the large
number of degrees of freedom makes the convergence prodessely slow. On the other
hand,POLARIS models each water molecule as a Langevin dipole, reducmgtimber
of degrees of freedom from 18 to 3 for each water molecule.dtfiteon, the solution of
the equations governing the polarization of the Langevpoldis requires less effort than
the time integration of the Hamiltonian equations of motionthe molecular dynamics
of water molecules used in FEP approaches. Long equildsratiolecular dynamics steps
(over the orientation of the water molecules) are avoidedhieyl angevin dipoles which
are reoriented in a self-consistent manner to respond td ahd long range electrostatic
effects caused by the solute molecules and by the Langgvatedi on themselves.

The microscopic results of the PDLD model might involve cengence dif culties
which should require extensive averaging over the dipabasguirations. POLARIS pro-
vides an implicit way for obtaining stable and usually aeteresults by scaling the PDLD
results. The corresponding PDLD/S model uses a “dielectitstant” for the protein re-
gion (the meaning of this dielectric constant will be dismgin section 2.2)POLARIS
also implements the PDLD/S with the LRA formulation. Theuléag PDLD/S-LRA
model provides more consistent results than those obtaiitecturrent descritized contin-
uum models.

What properties can be studied withPOLARIS?

POLARIS accurately predicts the electrostatic energies of moéscur solution, protein
and other environments. This includes:
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Gsoi: Absolute free energies of solvation

G: Shifts in  Gggcaused by the interaction with the given local environment
(e.g, in a protein site)

Gping : Estimates of free energies of binding

Gredox: Redox potentials of proteins
pK 5: Evaluates th@K ,'s of ionizable groups in macromolecules
logP: n-octanol/water partition coef cients

g*: The change in activation energy upon transfer from watergoven enzyme
active site

These properties are key in examining the functioning olfdgical molecules, the in-
teraction of ionic species in solution, the bio-availdiilbf drugs, the stability of micro
emulsions, the environmental fate of pesticides, the bipdbnstants (1§) of substrates
to enzymes, the redox potentials in electron transfer i@ain solution, the strength of
binding between various molecules and polymers in solutiba relative solubility be-
tween polar and non-polar media, changes in dissociatiostaats of acids and bases in
different molecular environments, shiftspiK ,'s of amino acids in the interior and on the
surface of proteins, and many other molecular propertissiution.

1.1.3 How to start

This manual provides a detailed theory section and then tioeethat outlines different
practical applications. One way to familiarize yourseltwiWOLARISis to move to the
reference manual, which gives a quick and practical vievinefgrogram.
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Chapter 2

Theory

2.1 A background for the methods used iIrENZYMIX

2.1.1 All-atom models and Force Field methods
Potential Functions (Force eld)

Computer modeling of macromolecules is based on using aamettical description of the
dependence of their energy on their structure. Such a depeads called potential surface.
Molecular potential surfaces can be evaluated in prindyyleising quantum mechanical
approaches. Such approaches are at present too expensgieftive modeling of large
molecules. Alternatively, one can use the fact that macteoutes are assembled by the
same type of bonds that connect the atoms in small molecdiass one can describe
large molecules as a collection of small molecular fragmevitere the overall potential
surface is expressed as a sum of contributions from bondeusand interactions between
nonbonded atoms. Such a representation is usually donesgfsamalytical functions that
present an approximation to the true potential surface emdalled potential functions or
force elds. The functional forms and parameters of molecular forcelsedre taken from
studies of small molecules with the implicit assumptior thase functions are transferable
from small to large molecules. Molecule potential funci@me usually given in the form

U(s) = Uy, (b; )+ U ( )+ Un(r) (2.1)

wheres is the vector of internal coordinates composed.of, , andr, which are, re-
spectively, the vectors of bond lengths, bond angles,doaiangles, and the vector of
Cartesian coordinates which are used to evaluate the ndedatistances. The rst term
de nes a very deep potential well, and since the moleculgssita most cases inside this
well (except in extreme cases of bond dissociation), it @somable to approximate this
part of the potential surface by its quadratic expansion¢kvis given by
. — 1 X 2 1 X 2
Up: (b; )= > Kpi(h  Ipi)°+ > K. 0i)“ + Cross terms (2.2)
| |

whereU is usually given in kcal/mobin A and in radians. The torsional potentidl is
a periodic function, which can be described by the leadingsen the Fourier expansion
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of the potential

1 X
U = > K. (1 cosn ;) (2.3)
i
The nonbonded potentidl,,, can be described by an atom-atom interaction potential of
the form X
Unp = Ajry™ Bir ¢+ Caqg=ry + Unq(r) (2.4)

ij
wherer; is the distance between the indicated atoms,dlseare the residual atomic
charges, antlli,y is the many body inductive effect of the electronic poldoilides. The
introduction of potential functions opens the way for the a$ computers in conforma-
tional analysis (e.g. ref. [15, 16, 17]). The earliest uspatential functions in modeling
proteins has been reported by Levitt and Lifson [18].

The accuracy of the given set of potential functions depgeofdsourse, on the speci ¢
set of parameters (the,, K , A, B, etc.). These parameters can be optimized by using
them to calculate different independent molecular progeie.g, energies, structures, and
vibrations) and then tting the calculated properties te torresponding observed prop-
erties by a systematic change of the potential parameterseiast-squares procedure (see
ref. [17]).

Simulation of macromolecules must re ect solvent effectsiala are not just small
perturbations but major contributors to the overall enttcgend force. In fact, modeling of
macromolecules in a vacuum is quite irrelevant as much asahavior of such molecules
in solution and proteins is concerned. Here, one can usga@ih solvent models [19, 20,
21] or simpli ed solvent modelsd.g, ref. [2]) as a part of the overall potential function.
One can also use implicit solvent modetsy, ref. [22]).

Molecular Mechanics

The modeling of the properties of molecules using the cpording potential functions is
called molecular mechanics (MM). This name re ects the thet a molecular force eld
considers a molecule as a collection of balls connected byggpand that examination of
the mechanical properties of such a system is similar totietysof the properties of the
corresponding molecule.

The MM approaches involve several techniques that are aaneetermining different
molecular properties. In particular, with a given set oflgtieal potential functions one can
evaluate the molecular equilibrium geometries and theatitns around these con gura-
tions. The task can be accomplished in the simplest way ukaGartesian representation.
That is, the potential surface for a molecule with n atomslmaxpanded formally around
the equilibrium con guratiornr o and give
X @uU X @U

U(ro+ r)= U(ro) + | ar ri +i‘j M ry ryp + (2.5)

where the indicesand] designate atoms whileand run over thex, y, andz coordinates
of each atom. The rst term is just the energy of the molectkhe equilibrium geometry.
The second and third terms can be used (see below) to evéheagguilibrium geometry
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and the vibrational frequencies. Equation 2.5 and theviolig paragraphs are written in
Cartesian coordinates.

The rsttermineq. 2.5 is just the energy of the system at ldojiiim. The second term
represents the deviation from the equilibrium and the@&t of equations (far=1;2;:::n
and = x;y;z) o

U
ar 0 (2.6)
represents the condition thag is an equilibrium con guration.

The second and third terms in Eg. 2.5 can be used in locatiagninima on the
potential energy surface and in nding the correspondingildzrium geometries. One of
the most effective methods is the modi ed Newton-Raphsotho[23, 17]. This method
is based on expanding the gradient as a Taylor series arbarmgivenr and nding the r
that leads to o where the gradient is zero (i.eg = r). This gives

@Wro) _ @Wo+ 1) X

Fi. r; =0 2.7
@ @ J. A @7
whereF is the matrix of second derivativeisg., Fi; = @u=@r rj . Then, solving eq.
2.7 one obtains
ro=r+ r=r F'ru(r) (2.8)

wherer U(r) is the gradient vector arfe” is the generalized inverse Bf, which is con-
structed by " Itering” the zero eigenvalues Bf before inverting this matrix. The use of
this approach in molecular studies was introduced in réf].[1

Equation 2.8 requires the evaluation of the second devivaiatrixF, which is quite
involved. Alternatively, one can use the conjugated gratdieethods where an approxi-
mation of F* is being built while searching the minimum using only thet derivatives
vectorr U (for a description of these powerful methods and relatedcgahes see ref.
[23]).

Although the conjugated gradient and related methods ayeefiective in ndinglocal
minima they do not overcome the problems associated with the emg@imensionality
of macromolecules. That is, in systems with many degreeseefibm we expect to nd
a very large number of local minima and it is not clear, forrapée, how to nd in an
ef cient way the lowest minimum. For this purpose one must asuch more computer
time and different types of search procedures (Monte Carloaecular dynamics), gen-
erating different con gurations at different regions oétbonformation space and locating
the minimum energy structure of each region.

Molecular Dynamics

Molecular Dynamics (MD) simulations evaluate the motionhef atoms in a given system
and provide the positions trajectoryof these atoms as a function of time. The trajectories
are calculated by solving the classical equation of motmrtlie molecule under consid-
eration. This is not unlike the well known approach by whicte @valuates the speed and
position of a projectile starting from the initial velocithe mass and the forces by using



18 CHAPTER 2. THEORY

Newton's equation of motion. However, in the case of molesubne obtains the rele-
vant forces on each atom from the rst derivatives of the gipstential functions. The

actual evaluation of classical trajectories is done nucadlyi, expressing the changes in
coordinates and velocities at a time incremertt, by

rt+ =rit)+r t (2.9)
: _ 1 @U
r(t+ t)=rn)++ t=ri(t) m @irdt (2.10)
where the dot designates a time derivative and we use Nes\gm:
@u
mie; = Fj = @r (2.11)

starting with a given set of initial conditions.[g.with the values of;(t = 0) andr;(t =
0)], we can evaluate either by numerically integrating eq® a@hd 2.10 or by using the
somewhat more complicated but far better approximatign[20

ri(t+ t)=ri(t)+ r;(t) t+[4f(t) »(t t)] t?=6 (2.12)

This equation allows one to obtain much more accurate ethdn those of eq. 2.9, using
the same t's.

The propagation of classical trajectories of the atoms af@gsystem corresponds to a
xed total energy (determined by the speci ed initial cotidns). However, the evaluation
of statistical mechanical averages implies that the systeinded in the simulation is a
part of a much larger system (ensemble) whose atoms are netdeved in an explicit
way. Thus, in order to simulate a given macroscopic propatrty speci ed temperature
we must introduce some type of "thermostat” in the systemwiibkeep it at the given
temperature. This can be easily accomplished by assumua] pgrtition of kinetic energy
among all degrees of freedom. Since each atom has threeedagfreeedom with kinetic
energy of%mr_2 = ngT (wherekg is the Boltzmann constant) we obtain:

P
2
i Mirg

= 3k

(2.13)
wheren is the number of atoms in our system. In general, we can atljasemperature
during the simulation by scaling the velocities. That isewh is smaller than the target
temperature we can scalauniformly by (1 + ") until the target temperature is obtained. If
T is higher than the target temperature, then a scaliridy of') is used. More sophisticated
considerations for constant temperature simulationseseribed elsewhere[20].

The strength of MD approaches is associated with the fattttiey have the ability
to simulate, at least in principle, the true microscopicawebrs of macromolecules. The
weakness is associated with the fact that some propertess extremely long time pro-
cesses which cannot be simulated by any current computer.

The emergence of MD simulations in studies of biologicakeys can be traced to a
simulation of the dynamics of the primary event in the vispiacess [24] that correctly
predicted a photoisomerization process of around 100 fesepgbnds. A subsequent study
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[25] attempted to examine the heat capacity of BPTI by a veortssimulation of this
protein in vacuum. However, at the early stages of the deweémt of this eld, it was
not possible to obtain meaningful results for average ptaseof macromolecules due to
the need for much stronger computers to reach a reasonablergence (the heat capacity
is drastically underestimated [26], re ecting arti ciatlaxation motions). Nevertheless,
ultrafast reactions such as those that control the phdtadiaal process could be simulated
even at this early stage [24].

Eventually with the increase of computer power it has bect@asible to reach simu-
lation times of nanoseconds and to start to obtain mearliag&rage properties of macro-
molecules.

The time needed to reach accurate results for average pespéepends on the model
used and number of local minima. For example, models thatttre protein to a sphere
with the proper spherical boundary conditions [10] conearguch faster than models that
involve periodic boundary conditions [27] since the latiterolves more molecules and
more minima. As much as accuracy is concerned, the pro@gntest of long-range effects
is crucial and improved convergence is usually associatddmore proper treatment of
long-range forces [13].

MD simulation methods provide a powerful way of evaluatingrage properties such
as free energies but it must be emphasized that such prepédve little to do with dy-
namicsper seand can be evaluated by other averaging approaches suchrdae Marlo
methods. Similarly, the most important factors that deteenthe rate constants of most
biological processes do not re ect dynamical propertietsrather the probability of reach-
ing the transition state con guration (see ref. [4]). Nabetess, in cases of light induced
ultra-fast photobiological processes, there are probiabportant effects that can be con-
sidered as dynamical properties and MD simulations proxidieect way of modeling such
effects.

2.1.2 Free energy perturbation (FEP) calculations

With a given set of potential functions one can simulate erpentally observed macro-
scopic properties using microscopic models. Accordingpéatheory of statistical mechan-
ics, one should consider all the quantum mechanical enekgld of the system in order
to evaluate different average properties[28]. Howevethéclassical limit it is possible to
approximate the average of a given property, A (which ispahelent of the momentum of
the system), by[28] 7

.1
hAI = 20) A(r)expf U(r) gdr (2.14)
Z
z(U)=  expf U(r) gdr (2.15)

wheredr designates the volume element of the complete space sphpileel3n vectorr
associated with the atoms of the system. The evaluation of Eq. 2.14 requires exdiore
all points in the entire con guration space of the given syst Such a study of solvated
macromolecule is clearly impossible with any of the avddatbmputers. However, one
can hope that the average over a limited number of con gonatiwill give similar results
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to those obtained from an average over the entire space.tkiétlvorking hypothesis we
can try to look for an ef cient way of spanning phase space.

Evaluation of free energies by statistical mechanical egghes are extremely time
consuming due to sampling problems. Fortunately, it is jpbs$n some cases to obtain
meaningful results using perturbation approaches. Suploaphes exploit the fact that
many important properties depend on local changes in theamaxdecules so that the effect
of the overall macromolecular potential cancels out. Swabutations are usually done
by the so-called free-energy perturbation (FEP) method32Pand the related umbrella
sampling method [30]. This method evaluates the free enasggciated with the change
of the potential surface frotd; to U, by gradually changing the potential surface using the
relationship

Un( m)= Uil m)+ U (2.16)

The free-energy incremer® ( , ! o) associated with the changedf, to U0 to can
be obtained by [30]

expf G(m! mo) g=hexpf (Uno Up) in (2.17)

wherehiy, indicates that the given average is evaluated by propagtijectories ove,, .
The overall free energy change is now obtained by changeg4hin n equal increments
and evaluating the sum of the correspondi@g

X 1
G(Ur! Up) = G(m! m+) (2.18)

m=0

The FEP approach has been used extensively in studies oériexgies of biological
systems €.g, refs. [19, 31]). It must be emphasized here that the coeves of FEP
approaches is quite slow and that obtaining meaningfultesequires proper treatment of
long-range effects (see below).

2.1.3 The Linear Response Approximation

FEP calculations of solvation free energies or related gnogs for large cofactors or lig-
ands are expected to converge extremely slow. A promisiagesty may be provided by
exploiting the fact that electrostatic effects in solusgand probably proteins) seem to fol-
low the linear response approximation (LRA). Our derivatod the LRA method is based
on studying the functions that describe the free energiéiseofeactant (a) and product (b)
states. These free energy functions @h's of Fig. 2.2) are parabolas of equal curvature in
the macroscopic continuum model where the LRA is assumd#tkrthan obtained. In this
limit the g 's are the macroscopic Marcus' parabolas. In microscopitemgar systems
theg 's are de ned by[32, 33]

LinP.(X) (2.19)
'INPy(X)+  Ga b

Oa
Ob

whereX is the generalized reaction coordinate de ned by the diffiee between the po-
tential surfaces of stageand statd (X = U,  Up).
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Free Energy (kcal/mol)

Figure 2.1: copy from [7].
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Free energy

Reaction coordinate

Figure 2.2: Showing the free energy functions of the redaead product statefg, (X ) and[gy(X ), as two
Marcus' type parabolas of equal curvature. The solventg@aration energies at the minimagyf andgp

aregivenby , = hJp  Uaia Ga pand 4= hJ; Upip+ Ga p. Byassuming 5 = ponecan
obtain the LRA estimate of G, 1, (see text and ref. [34]).

For a system that obeys the linear response approximatibmas the same "solvent
force constant' in the initial and nal states, one nds

=hJ;, Upiat+t Gap=hy Up+ Gy a (2.20)

Using this equation, we obtain
1 . .
Ga! b= é (“—Ja UbI at I1Ja UbI b) (2-21)

This equation converges in the case of a single ion (wblgre 0) to the familiar result
of = %HJbi b Which is, of course, consistent with the correspondingiooim results.
The microscopic validity of the LRA was stablished in [32, 3®, 33] and subsequent
studies, and the general result of Eq. 2.21 was introducedfin[8] (for an excellent
discussion, see [37]). This equation has been found to geavpowerful way of estimating
the results of FEP calculations of large solutes and druggsi§sding section).

2.1.4 The division of the system into regions

Calculations of enzymatic reactions and other processesendiectrostatic effect are im-
portant present a major challenge. In fact, many seemimglganable treatments can give
entirely incorrect electrostatic energies. The main mobls associated with the long-
range nature of the electrostatic effect and the fact thatoamnot include an in nite sys-
tem in simulation studies. Exploiting extensive experenith microscopic simulation of
electrostatic effects we divided the simulation systenh&regions shown in Fig. 2.3.
The system includes the reacting part (region 1) which islusall FEP calculations.

The surrounding unconstrained protein (lla), unconsé@inater (11b), constrained protein
(Illa) and constrained water (IlIb). In addition to thesgions which where described
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Figure 2.3: Describing the protein regionsBNZYMIX Region | contains the reacting atoms (for EVB or
AC calculations). Region lla and llb are, respectively, ileonstrained protein and water regions. Region
Illa contains the protein atoms which are constrained toctireesponding X-ray positions (this regiong is
treated as a bulk with the dielectric constant of water).i®e¢/Ib contains the surface water and region IV
contains a grid of Langevin dipole. The radius of Region isl@etermined automatically by the radius of

the Langevin grid.
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in early studies we surround the system by a grid of Langeype dipoles (region V)
and then surround the resulting system by a continuum witielaatric constant of water
(region V). When the radius of region 1V is smaller than thdiwa of the complete protein
we nd it useful to trim the protein to the same radius (thigeg more stable electrostatic
energies).

2.1.5 Spherical boundary conditions

The time needed to reach accurate results for average pespdepends on the model
used and number of local minima. For example, models thatttne protein to a sphere
with the proper spherical boundary conditions [10] coneargich faster than models that
involve periodic boundary conditions [27] since the latiterolves more molecules and
more minima.

In particular, ENZYMIX incorporates the Surface-Constrained All-Atom Solvent
(SCAAS) model[2, 7, 21]. Thids approach emphasizes thdrelgatic constraint, forc-
ing the polarization and compression of the nite simulatgystem, in response to the
eld due to internal charges, to approximate the polar@agxpected from an in nite sys-
tem. The treatment focusses on obtaining a reliable tredtaiéong-range forces (see Fig.
2.3). Seerefs. [21, 13] for a complete description of thehmet

2.1.6 Long-range effects and the LRF approach

One of the major problems in molecular dynamics simulatioingolar uids or macro-
molecular systems is the evaluation of electrostatic augons. A system dil atoms de-
mands an amount of work proportionalXc for such calculations. Truncation procedures
that neglect a signi cant part of the long-range effects aiten necessary for computa-
tional feasibility, though such procedures may introdusgosis errors in the simulations.
MOLARISintroduces a simple and very effective approach for trgatie long-range elec-
trostatic forces. This method, also called the local reacteld (LRF) method, follows
some of the ideas of the previously developed generalizee¢oeoiodic Ewald method [38]
but then develops into a much simpler method. This is doneiaglidg the system into
M groups of atoms and evaluating separately the short- agdrimmge contributions to the
potential of each group. The short-range potential is etatliexplicitly as in any standard
truncation method, while the long-range potential is agpnated by the rst four terms
in a multipole expansion. Furthermore, at the limit of veaggle systems, the speed of this
method can be 2 orders of magnitude faster than that of theutedt method even when
each group contains only a small number of atoms. The LRF adegfives much bet-
ter results for electrostatic energies in proteins thasetabtained by truncation methods.
The stability and speed of the local reaction eld methodvmtes a powerful tool for the
microscopic evaluation of electrostatic energies in maiecules.

The LRF method is discussed in ref. [8] and only the main oare emphasized
here. The development of the LRF method was inspired by thergézed non-periodic
Ewald method[38]. A precise description of the long-rangteptial by the extended Ewald
method requires the evaluation of many terms in the exparnsatential. Furthermore, in
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the general case one may need to use many expansion centaxemto obtain accu-
rate results. Considering this problem, we introduced[8@@ant of the extended Ewald
approach, whose basic ideas are:

The N charges of the system are divided into M groups (tyjyicelectroneutral
groups), and

the electrostatic potential at th& charge of the™ group is divided into a short- and
long-range potentials, i.e.,

(ri)= i)+ s(ry) (2.22)
wherer is the vector of the position of the charges.

The short-range potential is simply the sum of the eleatasicontributions from the
groups inside the cutoRy i.e.,

X X q X q 0
s(ri ) = — + +— when (Rij < Rcut) (223)

j 1] O
whenr; is the distance between th& charge of thé" group and the " charge of the
j™ group andR; is the distance between the centers ofithandj™ groups (the center of

thei" group is taken aR; = —Pr—'qq') The long-range potential is given by

X X q
I(ri ) = r— when (Rij Rcut) (2-24)
j i

With a large enouglR.,;, we can approximate(r; ) by an expansion potential with
only a few terms. To obtain accurate results, we allow ea¢hedf! groups of the system
to form a local expansion center so that each group can bedewed as a center for a
reaction- eld-type treatment (see below). For exampletha water system depicted in
Fig. 2.4, we consider each water molecule as a group. In #sis,¢he interaction between
water 1 and water 2 is included ins, while that between 1 and 3 is included in. The
total | for each water molecule represents the effect of all the cutds outsidéR ;.

The expansion potential? used to approximate the, of Eq. 2.24 involves the rst
four terms in a Taylor series about the center of each grolg. |Idng-range electrostatic
energy of the" group can now be written as an expansion including the mdeogipole,
quadrupole, and octopole moments about the center df'tgeoup[8]. The total energy of
the system is now given by

1 X X
Uiotal = é o [ I(ri )+ S(ri )N+ Usaw + Ubonding (2.25)
i
whereUyonding IS the bonding interaction between the different fragmehtbe system de-
scribed by the standafNZYMIXforce eld and U, Is the nonelectrostatic van der

Waals interaction evaluated within the giv&y,. The contribution from the induced
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Figure 2.4: A schematic picture of a system of water molecillestrating the basic idea behind the LRF
method. Each group in this case is a water molecule and iteictarms a local expansion center for the
long-range potential in the LRF method. Thus, for example,Goulombic potential at the oxygen atom of
molecule 1 is a sum of a short-range potential due to the gringide the shaded circle (e.g., molecule 2)
and a long-range potential due to the groups outside theeshactle (e.g., molecule 3).

dipoles of the system can also be considered and treatedas af phe electrostatic po-
tential. Molecular simulation studies require one to estduthe forces in addition to the
energy. In our method the long-range fof¢@cting on a chargelocated at ; (nearR ;) is
given by minus the gradient of the corresponding potentiatgy. The order of the present
method is N [M + P], whereN is the number of charges in the systdmis the
average number of atoms within the cutoff region, gnsl related to the number of terms
in the expansion potential. Finally, is the number of time steps in the simulation.

2.1.7 The EVB method

The EVB (Empirical Valence Bond) method[39] is a simple afidative way of including
quantum mechanics into a FEP/MD simulation. This is veryangmt since the model-
ing of chemical reactions requires a quantum mechanicainrent. The ability of bonds
to move around during a reaction implies that there are megeess of freedom in the
chemical reaction than just the position of the nuclei.

The progranENZYMIXrepresents the potential energy surfaces of proteins byna co
bination of a classical empirical force eld and a quantumpécal valence bond force
eld. The classical force eld is used to simulate the parfgstte protein removed from
the actual chemical reaction being studied since there isomal breaking or making in
this region and the classical force eld is extremely welited for the representation of
molecules that are not undergoing chemical transformatidn the small region of the
protein where there is a chemical reaction taking place,aantgum mechanical empirical
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method is used to represent the changahertronic(as opposed to nuclear) coordinates
of the atoms involved in the reaction. A valence bond foremalis used to simulate the
reacting atoms since this method is well suited to model bua#ling and breaking (the
molecular orbital method is better suited for the calcolaf spectroscopic properties of
molecules) and the empirical nature of the force eld allovedibration of the model to
accurately reproduce experiments.

The ground state potential energy surface (PES) is coristiilay mixing (in a quantum
mechanical sense) the properties of the different valeonoel VB) resonance structures
that describe the chemical reaction that is taking placepicijly, the user will de ne a
reactant and a product bonding pattern for the reactionhté¥she is interested in and the
EVB method allows the program to determine the energies ame$ acting on the atoms
that the user de nes as quantum atoms as a function of nahjesioordinates of the atoms
in space but the percent character of the reactant and pgre@we function in the actual
wave function of the system. This dependence of the force aflthe quantum atoms on
the reactant and product character of the system allowsdéeta cause the reaction to
occur by slowly forcing the system to move from 100% reactant00% product wave
function. As the quantum atoms are forced to react, the pretevironment will attempt
to “follow” the reaction and it is possible to use the free rgiyeperturbation formalism to
determine the change in tlowerall free energy of the whole system (Protein + Reacting
Atoms + Water) that the user is interested in. For furthediregasee refs. [1, 40].

The best way to understand this section is through an exarhf@lee we have chosen
the CH, O attack on a peptide C=0 group, which represents the attagkradthoxy ion
on the carbonyl carbon of a peptide group in the substratg/p$in. In this example the
system being studied and the two relevant states are shotig.i2.5. To simulate this

I II R
Ct—02" C3——=04 C1——02I1-C3utl04"
R R

Figure 2.5: VB structures for a carbonyl attack to a peptid®@roup

process the user must rst de ne the quantum atoms in thelprob Quantum atoms are
any atoms that undergo a change in their bonding patterreag#ction progresses. In this
example the quantum atoms are the two oxygen atoms (O2 andr@4he carbon atom
(C3) that is attacked. When the user de nes the quantum atmishe must also de ne
the type of the atoms in each resonance form and their chargadh resonance form.
After a little thought and preferably sonad initio calculations in solution we can select
the optimal charges. In the present case one can use thesharfable 2.1. Of course the
user can modify those parameters in order to t the EVB sw@taab initio results and/or
experimental data.

Next the user must de ne the bonding pattern in each of therasce forms. In reso-
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Resonance Form || Resonance Form |

Atom | Type | Charge || Type Charge
02 00 -1.0 00 -0.2
C3 Cco +0.3 Co +0.2
04 00 -0.3 00 -1.0

Table 2.1: Selection of charges for the resonance strigtarBig. 2.5. The atom types refer to the atom
type in the EVB library le evb.lib. The parameters for the B\atoms are taken from the EVB library
corresponding to the de ned atom type (see the referenceiaidor more details).

nance form | there is a bond between atom C3 and O4 and in neseharm |l there are
bonds between atoms O2 and C3 and between atoms C3 and O4.

2.1.8 EVB potential surfaces

Once the user has de ned the quantum atoms and their bondaittgrps in each of the
resonance forms, the program will automatically compuégadrameters of the EVB force
eld that de nes the interactions of the atoms in each of taeanance forms. This force
eld consists of Morse potentials between atoms that aredbdrand repulsive potentials
between atoms that are not bonded. Also included are patduatictions for angles be-
tween bonds containing quantum atoms and torsional paterdground quantum bonds.
ENZYMIXuses two different force elds, one for atoms in region | (OfEEregion) and
one for the rest of the atoms that are treated explicitly &ssion 2.1.1). In the above
example we will have

" M(bsa)+ @+ U + U (r29) + UR (ra) + UE (2.26)

strain

" M)+ M)+ @+ UL, + UL

strain

Where theM, term is the Morse potential for the indicated bond.is the energy of
forming the indicated resonance form at in nite separat@tween its fragments, relative
to the minimum value of;. The leading terms ik, are given by:
1 X 1 X 1 X
Kl()l)(h(l) HO)2+§ K(l)( r(%) (r)n)z_,_é K(l)( [6)) O)2+ -
| )r(n |
1
KO w5 KO(R gy (2.27)

| m

u®

2

1 X
strain é
Where the quadratic bonding terms describe all bonds noesepted by the Morse po-
tentials and the terms represent the angle bending relative to the unsttagailibrium
(120 for the sp* hybridization of resonance form | and 1096r the sp® hybridization
of resonance form 1)K, is the out of plane force constant for deforming a plasr
carbon. There are additional terms which are not discussemfar simplicity.
Unp represents electrostatic and repulsion interactionsdmtwonbonded quantum atoms
and Us.s represents the complicated interaction between the gommtioms and the
remainder of the protein and water atoms (see ref. [41]) fdetailed description of the
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force eld).

The actual potential energy surface of the EVB system is caetpby a weighted sum
of the potentials of resonance forms | and Il. The actual gdostate potential is given,
in the 2 RS case, by = ¢2"; + 2", + 2(c3c3)1™?H 1o, where thec's are determined by
diagonalizing the Hamiltonian:

H = 1 Ho (2.28)

Hi "

The off-diagonal elemert ;, are represented by analytical functioasy,
Hi,=Aexpf Rg (2.29)

as described in the refs. [1, 42, 41]. Of course the EVB treatns not limited to two
resonance structures.g, see ref. [39]).

Note: The matrix elements are all complicated functions of thdearccoordinates of the
protein and must be constantly reevaluated during the eafrhe dynamics simulation.

2.1.9 Evaluating reaction pro les

Since enzymatic reactions occur on time scales much gréaderthose accessible by
molecular dynamics simulations (most enzymatic reactlmange rates on the order if 1-
1P sec ! and molecular dynamics simulations cannot access timesl@vé® sec) it is
necessary to nd some way chusingthe reaction to happen.

The EVB approach evaluates the activation energy by running series of trajectories
on potential surfaces that drive the system gradually froe \6B state to another. In the
simple case of two VB states, these "mapping" potentigls,can be written as linear
combinations of the reactant and product potentfaland”,:

m=(1 m)'1+t m'2 (O m 1) (2.30)

where is changed from 0 to 1 in xed incrementsi(=0;1;2;:::;N).
Using the FEP method (section 2.1.2) we have:

G(m) mo)= (E)In[< exp( "mo "m) > m] (2.31)
X 1

G(n)= G(o) n)= G(m) m+) (2.32)
m=0

where<> |, is a con gurational average of the quantity in the bracketshe entire sys-
tem moves on the potential surface de ned'y. The corresponding free energy pro le
G( ) of the reaction in solution is shown in Figure 2.6.
The free energy functional G( ) re ects the electrostatic solvation effects due to
changes of solute charges and intramolecular effects inggmom™; to ",. G( ) is
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Figure 2.6: The mapping free energys, for the reaction of the attack of Oto C=0
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Figure 2.7: The ground state free energy surface for th€€D) O-C-O reaction.Note: The free energy
is plotted as a function of the energy gap,, which is taken as the reaction coordinate.
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the potential of mean force due to moving the system fromehetant to the product state
on mapping potentidly, .

To calculate the activation free energy?* we need to evaluate the probability of being
at the transition state on the actual ground state potesuidéhce. This procedure (which
is described in detail in refs. [32, 42]) divides the cooadespace into subspacgwith
a constant value of the energy gapp = ", ";sothat "(S") = X", whereX" is a
constant. The parametexs' are taken as our generalized reaction coordinate. With this

de nition we obtain the free energy g(X ") (which re ects the probability of being at the
givenX ") by the expression [42]

exp( g(X") =exp( G(m))<exp [[Eg(X") "m(X") I>m  (2.33)

where<> |, designates an average over the that keeps the system most of the time
near the giverX ". An example of the functional g(X) for the reactiorO C = O)
O C O isgivenin Figure 2.7 and the maximum of thig(X) gives the desired
activation free energy, g*.
Our mapping procedure provides, in addition tg(x), the free energy functionals
01(X) and g(X), which give the probability that the system will be at theggiX on
the surface$; and",, respectively. These functionals are given by [42]:

exp( g i(X") )=exp( G( m) < exp[ ("i(X") "m(X") I>m (2.34)

The free energy functionalsg; and g, and the resulting ground state free energy(X )
for our system are given in Figure 2.8. These functionalsigeovery useful insight about
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Figure 2.8: The diabatic free energy surfaceg, and g, and the resulting ground state free energy surface,
g, for the reaction of the attack of Oto C=0

the energetics of the transition state which is given apprately by substructing i from
the point of intersection of g; and @,

g°= au(X*) Hp (2.35)
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This simple relationship can provide a powerful guide alibateffect of various catalytic
factors in the enzyme active site. For example, a factorviilatiestabilize g will also
increase ¢ and in fact we can postulate simple linear free energy matiips between
the reaction free energyG and g* (see ref [42]).

We will consider in section 3.4 the practical aspects of ti@Ealculations describing
the preparation stage, the simulation runs and the mappouggure.

2.1.10 QM/MM Molecular Orbitals calculations

The hybrid Quantum Mechanics/Molecular Mechanics (QM/M&Pproach [43] has
gained enormous popularity in recent years (recent refesemclude [5, 44, 45, 46, 47,
48, 49, 50, 51, 52]. This approach divides the simulatiotesyge.g. the enzyme/substrate
complex) to two regions. The inner region (region |) congaime reacting fragments which
are represented quantum mechanically. The surroundintgipfsolvent region (region 1)
is represented by a molecular mechanics force eld. The Maman of the complete
system can be written as

H = Hom + Hom=um *+ Huw (2.36)

Where theHqm is the QM HamiltonianHom-ym IS the Hamiltonian that couples
region | and Il, whileH vy is the Hamiltonian of region IHqum is evaluated by a standard
QM approach which can be either ab initio of semiempirical.

Viota = N jHow + Hom=wm + Humj 1= Eom + h jHom=wm | i+ Eum (2.37)

One of the problems in QM/MM approaches is the treatment efctnnectivity be-
tween the region | and Il. Obviously the division betweerstheegions is arti cial and one
would like to make it as physical as possible. For exampleernwhiie deal with the bound-
ary between two bonded atoms j and k, where i is in region | aisdrk region Il, we can
introduce a phantom atom (linked atom) along the i,j vectat imclude this linked atom,
k% in the QM region. Using hybrid orbitals (as was done in thiginal work of Warshel
and Levitt [43]) allows one to represent the linked atom bingle effective orbital and let
it interact with the speci c hybrid orbital or atom that isipting in the direction of atom
k. The properties of the orbitaPKor the corresponding semiempirical integrals) can be
adjusted in a way that the quantum atom will behave as if it acsally bonded to atom
k. The hybrid orbitals idea has been elegantly extendedcentevorks which make use of
the related localized orbitals approach. [44, 45]

A more common strategy is the use of standard Cartesian M{@se one usually repre-
sents the linked atom by an hydrogen atom (sometimes with atbdore potential). The
problem here is the fact that the linked atom interacts wetlegal orbitals rather than with
one bonding orbital. This makes the de nition of the bounelsiand the corresponding
parameterization somewhat problematic. The link atom lpraolis frequently presented
as the most important problem in QM/MM approaches (e.g.)[4MApbwever, as much as
enzyme catalysis is concerned, this problem is much legsusethan commonly assumed.
Basically when one studies enzymatic reactions he has tpammeaction in the enzyme
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to that in water. In doing so the effect of the linked atomség|fiently canceled to a great
extent. Moreover, the validity of this cancellation asstiopcan be examined by simply
increasing the size of the QM region.

In order to obtain reliable results from QM/MM approachéss essential to both use
accurate QM methods and to perform proper sampling of theisdimkensional reacting
systems (this is essential for proper free energy calanlaji Considering the above re-
quirements it is clear that regular semiempirical appreacire not suf ciently accurate
(of course better parameterization can drastically imprbne applicability of such meth-
ods [47]. A relatively simple way to increase the accurady isalibrate the semiempirical
method used by forcing it to reproduce the energetics of éference solution reaction.
[53, 54]. This idea is based, in fact, on the earlier conceptse EVB approach .

Despite the potential of calibrated semiempirical QM/MNpegaches the present cal-
ibration is not fully consistent. For example, the chargstribution generated by the
semiempirical approach used is not forced to reproduce dh@esponding ab initio cal-
culations. This is problematic since the catalytic effecsirongly related to the change
in charge distribution during the reaction. In view of thi®plem it is desirable to use
ab initio QM/MM approaches. At present, however, the enarsncomputer time needed
for obtaining proper sampling by ab initio QM/MM approachmeakes such studies close
to impossible. This is particularly true in view of the fabat it is not enough to run one
very long run and accept the corresponding results as dlkel@nclusion. A novel way
to overcome this problem is provided by the EVB potential asfarence for the ab initio
QM/MM calculations. [5, 55, 56] In this way one performs FE&Rculations on the EVB
surface and then calculate the free energies of moving freElVB to the ab initio sur-
face. Even QM/MM approaches that involve free energy catoubs provide usually the
PMF for the given reaction and thus miss the contributiorh® dctivation energy from
non-equilibrium solvation effects .

Early versions of Enzymix Coupled the QM to the MM programimriraegrated way (in
the same program) and made it hard to maintain new versiaihe @M part . The current
strategy involves a very weak coupling allowing one to celOLARIS to basically any
QM program . The coupling can involve the EVB as a referenderga@l for the QM free
energy calculations or direct MD runs of the QM program whghmplicitly treated as a
"subroutine " of MOLARIS . This approach allows direct QM PM&lculations but this
requires major investment in computer time.

More details on the actual QM/MM option of MOLARIS are givengection 3.4.9

2.1.11 Entropy calculations

The options for calculating entropic contributions to binmgland catalysis in MOLARIS
are based on thRestraint-Releasapproach introduced in [57, 58, 59, 60].
The RR approach for evaluating con gurational entropy isa#ded schematically in Fig-
ure 2.9. This approach imposes strong harmonic Cartesstrairgts on the position of the
reacting atoms in the TS and in the RS, as well as differers mdirthe protein, and then
evaluates the free energy associated with the releases# thstraints by means of a FEP
approach.

The results of the FEP calculations depend on the positidineofestraint coordinates.
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Figure 2.9: Thermodynamic cycle for the evaluation of the &R gurational entropy contribution to the
activation free energy for the RS and the TS.

All RR free energies contain a residual contribution from émthalpy of the system. How-
ever, this contribution approaches zero for restraint dioates that give the lowest RR
energy, for details see [57, 58]. Accordingly, when we userdéstraint position that gives
the minimal absolute value of the restraint release freeggnee satisfy

T SRR = GRR (238)
Accordingly, we can write:

T s

conf — man( G;g )J mln]( ng )J (239)
where 'min’ indicates the absolute minimum value of the aaded free energies.
Generally, one is interested in the entropic contributimmaf 1 M standard state. This can
be obtained, in principle, by choosing a simulation sphéra wlume, which is equal to
the molar volume (y= 1,660 &) while allowing K, to approach zero. However, such an
approach is expected to encounter major convergence prnstdimce the ligand is unlikely
to sample the large simulation sphere in a reasonable dimutane. A faster convergence
would be obtained by allowing the ligand to move in a smalfegative volumeYcage, by
imposing an additional constraint. This is done by using apiray potential of the form:
Uy = (1 m)Ufest 1 + mUr':st; 2+ (Keage=2)(Rii Ry >+ E (2.40)

rest; 1

whereR;; is the position of a speci ed central atom of the ligand. st leavesveage



2.2. ABACKGROUND FOR THE METHODS USED IROLARIS 35

unaffected by the change of,. Now, we can leK , approach zero without a divergence
in  S%since the volume of the system is restricted byKheye term.
In the case of reactions in solutions we evaluate the entagpgciated with the release of

K cage @analytically by
Vo

T Scage = 1|n - (2.41)
Vcage
where 5
3=2
V(;age = K (242)
cage

Following the above considerations, we can write

T Stuw = Minj Graj"™ minj GRR]™ T Sl (2.43)

In the case of reactions in enzymes we do not need tBgye and K a5 terms, since
the enzyme active site restrains the reacting fragmentshengrobability of nding them
outside of the enzyme is small. Thus we use
T Sgonip = Minj GEaj®  minj GR3jP (2.44)
The above approach has been simpli ed signi cantly sinawork of [57, 58] where,

instead of starting with a large value Kf;, we save major amount of computer time by
modifying Eq. 2.43 and using

T Shyp= T STS(K=Kou+minj GIS(K =K;! K =0)]
+T ST(K =Kiou minj GR(K =K ! K=0)j (245)

Where the T S(K = Kj)on designates the entropy computed by the quasiharmonic
(QH) approximation, wher& , is the initial value of the restrainfNota bene In general,

the QH approximation tends to be valid when restraints gy siant, however, it starts to

be very problematic when the restraints become small,treguh a range of very shallow
and anharmonic potential energy surfaces.

2.2 A background for the methods used ilPOLARIS

2.2.1 The use of simpli ed models and implicit representatons

Although the use of all-atom models is very appealing fordkscription of the way of
action of proteins and other biomolecules, the converg@ncblems and the size of the
calculations frequently prevent us to rely on their restdtsquantitative understanding
of biological problems. The problem is particularly segan the case of highly charged
systems where it is still very hard to obtain reliable FERuitss Even in the seemingly
trivial task of evaluatingK ,'s of surface groups one obtain very unstable results by FEP
calculations. Thus, it is important to have alternativerapphes which implicitly treat
some of the energy contributions or use simpli ed molecudgresentations and thus reach
much faster convergence.
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Warshel and Levitt[43] presented in 1976 (at the time wheiey fatomistic mod-
els could not even start to converge) the rst practical dirap model for microscopic
electrostatic calculations in proteins and solutions lpresenting the solvation behavior
of water by a simple cubic lattice of Langevin dipoles (LDhi§ LD model has been
proved to be useful and robust for modeling solvation in sohjl, 13, 2, 61, 62, 63]
and proteins.[64, 65, 66, 67] The model was based on the uaedgdfolar lattice (DL).
DL's have been recently utilized in studies of solvation dgmics to obtain insight into the
fundamentals of polar solvation, as well as a direct testobwus theories of solvation dy-
namics. The dielectric behavior of a DL is a function of it®getry (such as simple cubic
or face-centered cubic) and its dimensionless "polarity”

2

— 0

= IaT (2.46)
where is the number density of dipoles in the lattice,is the permanent moment of in-
dividual dipolesksg is the Boltzmann constant, afidis the temperature. This dependence
on a single, dimensionless quantity provides a rigorous twagonstruct "equidielectric"
DLs of different grid spacing (or "lattice parameter" asisometimes called) by adjusting

oand atconstant.

A theoretically appealing prototype of dipolar solventpisvided by the Brownian
dipole lattice (BDL) model, composed of point dipoles at dkéattice sites, undergoing
rotational diffusion while interacting with each other amdolute. Such a model captures
the explicit thermal uctuations in the system while retaig the simple framework of DL
models.

A further simpli cation of a BDL is possible through replaxg each individual perma-
nent dipole (of magnitude,) with its equivalent "Langevin dipole"” whose polarization
response to an imposed electric eld is rigorously desaribg Eq. 1.1. Eq. 1.1 captures
the net response of a thermally uctuating (reorientingjnpanent dipole in an external
electric eld. Explicit thermal uctuations in interdipalr elds are not preserved. The
resulting model is a lattice of Langevin dipoles (LDL). Lawin dipoles have been used
successfully to represent the solvation provided by watéiological systems.[1]

As a useful reference point we also consider noninteradiibg (NIDL) where the
dipoles do not interact with each other. In an NIDL there isdifference between the
polarization behavior of Langevin dipoles and Brownianodigs except for the presence of
explicit uctuations in the BDL model.

To summarize, a DL approach assumes that the response oivinerenent of a solute
can be represented by that of a lattice of dipoles with thegrpolarity. Number density
or the lattice geometry of a DL need not resemble that of tiheesbit represents. How-
ever, matching the number density of the material a DL claim®present may have the
advantage of being consistent with the actual level of 'fétsness"” near the solute.[14]

It might also be useful to point out that early criticism oétbhD model by those who
felt very comfortable with fully macroscopic descriptiofitbe solvent overlooked the fun-
damental role of DL in early electrostatic theory and the that continuum models re ect
drastic simpli cations of DL models. A lively collection oéarly conceptual problems
with the LD model is given in the footnotes of ref. [65] and ootnote 29 of ref. [61].
At any rate, the LD model provides a consistent, conveniadthysically valid model




2.2. ABACKGROUND FOR THE METHODS USED IROLARIS 37

for calculatiopns of solvation effects and recent impletagans of this model irab ini-
tio calculations of solvation effects have found wide appil@maf{61, 68, 69]. Now, with
the LD solvent model it is quite simple to explore electrastaffects in proteins. This is
done following the original Warshel and Levitt work[43] ihe framework of the PDLD
model [43, 2]. This model will be described below in termstsfactual implementation
in MOLARIS. Other implicit models are reviewed elsewheegy( ref. [67]) and will be
considered here in speci ¢ cases.

2.2.2 The PDLD model and the meaning of the PDLD regions

In this section we describe the implementation of the PDLDhwoe in POLARIS. The
methods within theMOLARISpackage describe macromolecules by dividing them into
four regions. These regions have different meanin@@LARIS (see Fig 2.10) than in
ENZYMIX(see Fig. 2.3), as is considered below. More details ab@aPDLD method
and its implementation are given elsewhere [13]. The fogiores of the PDLD model are
shown in Fig. 2.10:

1. Region I: This region contains the atoms whose electiiogaergy is to be evaluated
by the program. This group of atoms can be used to examineeaseibf problems:

An ionizable side chain of an amino acié.g, the COO- group). The
POLARIS program can give thpK 5shift of such a group in its given protein
site.

Any protein substrate such as a ligand, drug candidate, tagamist or an
inhibitor. The program will calculate the interaction bing energy between
the ligand and the protein binding site.

Atoms in a reactive intermediate or a transition state (T8 POLARIS pro-
gram will determine the protein electrostatic contribatto the free energy of
such intermediate or TS.

2. Region II: This region contains the protein atoms thatcose enough to Region
| atoms to have an appreciable effect on this region. Therm@ation of which
atoms are close enough to Region | is up to the user but usi&iyp Angstroms is a
good starting point for studying systems in water and 18-Bgiskroms for studying
systems in protein. Region Il can also be used to hold actteensodels which
can signi cantly speed ufPOLARIS computations for otherwise extremely large
systems which would be too dif cult to handle. In order to sgdeip the calculations
in large systems the user may select a portion of the molguie be assigned to
Region Il while including the most important groups in RegioFor example, in the
case of a large enzyme interacting with a substrate, Regbould be used to hold
the entire substrate or ligand, while Region Il holds théless making up the active
site or as much of the enzymatic molecular environment asilpies’

'Region Il can also include explicit water molecules &@LARIS certainly allows such a choice to be
made. The Langevin dipoleRégion IlI) represent the water molecules surroundiegion | andRegion
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Figure 2.10: Thé?OLARISregions: Region | contains the group of molecules of intdieeg, the substrate),
Region Il contains the rest of the explicit molecular sysieng, the protein) and Region Il contains the
solvent (the Langevin dipoles) in and around Region | andid®etj. Region 11 is typically divided into a
ne inner grid in the close surrounding of Region | and a ceauter grid. The bulk solvent around Region
11l (Region IV) is represented by a dielectric continuumigtincludes the protein region out of Rg). The
solid circles in the gure represent grid sites that are gied by Langevin dipoles. The grid points without
solid circles are within van der Waals contact radii from élhems of Region | or Region Il. Rg is the radius
of Region 1.
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3. Region Il is the sphere of langevin dipoles around Redlomn order to obtain
meaningful results for the contribution of the bulk regitimat surrounds Region 1l1),
it is important not to have any Region Il group extending outhis region. This
is accomplished by the so called electroneutral groupd@LARISThus all protein
groups outside the speci ed radius of Region Il will be elvaied. If the radius of
Region Il (which is selected by the parameter Rg in the inlgliis smaller than that
of Region II, your job will not run. In order to obtain stablkesults without perform-
ing very extensive averaging we divide Region Il into inaexd outer grids where
the spacing of the inner grid is usually smaller than the ayerspacing between
the solvent molecules (we of course normalize the dipolatéygorresponding grid
density). The spacing of the inner grid can be set between a & A. The cur-
rent parameterization is for a 1 A grid (which is set by theapaeter drg_inner in
the POLARIS section of the input le). The ner the grid the more stableedhe
calculations.

4. Region IV is the bulk region around Region Ill. This registireated as a continuum
with the dielectric constant of the given solvent.

The use of Region Il is:

optional in a Gg calculation,
required ina Gping, REDOX orpK 4 calculation,

not needed in &gP calculation.

2.2.3 The PDLD radii

The size of the PDLD regions is controlled by several cutaéfirwhich are considered
below. These values are controlled by the set_opt sublexeeiIMOLARISinput (see the
reference manual).

Outer radius and outer spacing

As stated above we divide region Il to outer and inner shdllee radius of the outer shell
is the Rg of Fig 2.10. This radius must be made large enougittode all atoms in Region
| and Region Il simultaneously. It is customary to make thecgpy of the outer shell equal
to the average spacing of water molecules at normal desisifibe default value is 3.0
Angstroms.

II. These Langevin dipoles represent implicitly the effectooig time-averaged thermodynamic properties
correctly. The explicit water molecules included as parRefjion Il are held xed in any PDLD calcu-
lation, but their reorientation effect can be taken intocact in a partial way by the LRA averaging over
con gurations generated by MD runs.
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Inner radius and inner spacing

The construction of Region Il involves the use of an inifraher radius (rg_inner) with
a default value of 15 A. An inner grid with a default inner sipacof 1 Angstroms is
generated around the center of Region | up to the speci ethngr and then trimmed to
a layer of 3 A from the surface of Region | (see Figure 2.10théf radius of region | is
longer than the default rg_inner of 15 A then rg_inner is matcally increased in 3A.
The existence of an inner and outer Region Il is not fundaaleo the proper ap-
plication of thePOLARIS method. It is merely a convenient feature which optimizes th
convergence time of a given calculation. This re ects ttaé off between the average
over the position of the grid center and the number of grich{soiThe computation of the
potential inside the inner radius of Region Il may be madearmecise by adopting a
smaller grid spacing. For PDLD calculationsMOLARISwe use values of 1.0 and 3.0 for
the inner and outer grid spacing, respectively. In the dwersion ofMOLARISthe user
does not have access to change these radii and spacing &atlidsey are hard coded.

2.2.4 ThePOLARIScharges

In order to perform th&OLARIS calculations we have to de ne residual charges for the
atoms in region | and for the surrounding macromolecule. €areobtain such charges
from gas phasab initio calculations [70]. However, charges obtained fralnnitio calcu-
lations in solution are expected to be more reliable. Inrspect it is important to realize
that accurate solvation energies can only be obtained frethoalibrated parameters that
re ect both the given charges set and the van der Waals paeasnesed[13, 61, 71].

In view of the large correlation between the van der Waalampaters (or atomic radii)
and the atomic charges used we feel that the most importetot fim obtaining a rekliable
solvation model is to insist on the use of a careful calibrapprocedure, based on tting
calculated and observed solvation free energies. Suchcafirated set is used by the
POLARIS program. The correspondif®OLARIS group charges are given in Table 2.2.
These charges should be used together with the PDLD atoniictltee polarisrp set (see
the reference manual).

ThePOLARISgroup charges are included in part in the amino acid libranys library
(given in the $MOLARIS PATH/lib directory) contains the re ned charges of amircida
residues and other important molecules. The group chang¢site used biylOLARISIn
building a new molecule which is not included in the libratlyg group charges for non-
peptide fragments) are given in Table 2.2. When dealing witlon conjugated molecule
(or to a non conjugated part of a non conjugated moleddt@) ARISdivides this molecule
into groups and assigns to each group the corresponding giaarges. For example, the
molecule CHCH,NH, will have the charges

(-0.237,0.079, 0.079, 0.079, -0.194, 0.097, 0.097, -0.653L¥5, 0.475)

This molecule can also be de ned by connecting the corredipgnfragments in
amino00.lib in the same way that a protein is de ned as a catore of amino acids. In the
case of delocalized electrons in a conjugated moleculeertiee region of the delocalized
electrons is considered a group. If this group is not in theally, you have to evaluate
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the charges by a quantum mechanical approach. In this casecammend to use ESP
charges obtained from Polarizable Continuum Method ampraathe HF/6-31G(d) level
of theory. In section 3.5.2 we provide information on how totdis calculation using the
quantum packages Gaussian or GAMESS.

Table 2.2:POLARIS group-charges for non-peptide fragments

group charges

CHA4 C: -0.316 H: 0.079

-CH3 C: -0.237 H: 0.079

>CH2 C: -0.194 H: 0.097

-texttt|>CH | C: -0.097 H: 0.097

benzene C: -0.050 H: 0.050

-OH O: -0.450 H: 0.450 non benzene ring compound
-0.420 0.420 benzene ring compound

texttt|>CO | C: 0.420 O: -0.420

-C(O)OH | C: 0.400 O1: -0400 O2: -0.300 H: 0.300

-NH2 N: -0.950 H: 0.475

AR-NH2 N: -0.700 H: 0.350

texttt>NH | N:  -0.575 H: 0.575

-texttt>N | N: -0.900 H: 0.079

-N(O)O N: 0.900 O: -0.450

-CgH5s C: -0.097 H: 0.097 C: 0.000

-C(0)O C: 0.800 O1: -0.400 O2: -0.400

texttt|>O C. 0.2120 O: -0.420

NH4* N: -0.120 H: 0.280

pyridine C. 0.040 H: 0.040 O: -0.040

AR-NO, C: -0.097 H: 0.097 O: -0.450 N: 0.900

-C(O)NH | C: 0.400 H: 0.237 O: -0.400 N: -0.237

ab initio charges for Langevin dipole calculations

As explained in the previous paragraph, in some cases, wherdeals with small and
medium size molecules, it is possible to obtain reliablergbs by high levehb initio
calculations. In such cases we have a simple Langevin Dp@B) program which is
specially calibrated foab initio charges. The way to run this program (called ChemSol) is
described in section 3.5.2.

2.2.5 Thermodynamic cycle and PDLD free energy contributias

When one wants to evaluate the free energy of a given bidbgimocess the relevant
thermodynamic cycle should be clearly de ned. For examplealculations of theK ,
an acidic group in the protein[65], we have to consider thdecdescribed in Fig. 2.11,
which corresponds to the total energy associated with &iaa of an acidic group (AH)
in a protein active site.
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Figure 2.11: The thermodynamic cycle used to estimate thieation energy of an acidic group in a protein.
See refs. [65, 67] for a detailed discussion. The gure déssra fully microscopic cycle and lists the
relevant energy contribution.

Once the thermodynamic cycle is de ned we have to set thedRelgatoms charges
(the “solute”) to the values they will have in the two limigirstates (protein and water in
gure 2.11).

These could be for example the charges of the ionized andahdatm of the acid
shown in Fig. 2.11, deriving:

GP(AH,! A, +Hy)= GY(AH,! A,+Hy)+ GY

sol

"(A) GG

sol

P(AH)
(2.47)
where p and w designate protein and water, respectivelyrgmesents the free energy
difference of moving the indicated group from water to itetpin active site. This free
energy difference is considered formally as a change invagmn” free energies. This

equation can be rewritten for each ionizable resiigas:

pKP, = pK, 4 g P(AH; ! A;) (2.48)

2:3RT sol
where the G term consist of the last two terms of eq. 2.4q.is the charge of the
ionized form of the given residue, for acidgs= 1(q(AH) =0;q9(A )= 1) and for
baseg = +1 (q(AH) =+1;q(A ) =0). Inorder to evaluate the free energy of an ionized
group in a protein, it is useful and convenient to considet the self energy of ionizing
this group when all other ionizable groups are unchargedfarto consider the effect of
charging the other groups to their given ionization stateus] we can express the Ggg
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terms of eq. 2.48 as:
( Gu®i = ( G

X
G G{J? (2.49)
j6i

= ( Gself G + Gg%
= ( G+ G+ G, G G
where Gggpf is the self-energy associated with charging itfiegroup in its speci c en-

vironment. In the case of a charge in a protein we decompd@sgs into the interaction
between the charge and its surrounding permanent digol€s, ) and induced dipoles

( Gq ) as well with the water molecules in and around the proteit,,) and G(p)

the free energy of interaction between iltte andjth ionized residues. Eq. 2. 49 can be
viewed as the sum of the loss of “solvation” energy assogiati¢h removing the charge
from water(  GYZ;) plus the “solvation” of the charge by its surrounding protenvi-
ronment (the protein dipoles and water molecules) and yn#ile interaction between the
charge and the ionized groups. In this new notation we have

GMP= @GP G\éve” = Ggon * Gpack (2.50)

self self

where the free energy of the rst step is denoted B$g.rm , While the interaction between
the ionized group and its polar environment has been nam&lli.”. The Gpack term

is given to a reasonable approximation bysq =", where", is the assumed dielectric
“constant” of the protein (the meaning of this parametel b discussed in subsequent
sections).

Thus, the problem of evaluatings , in a protein is converted to the simpler problem
of getting the solvation energy associated with moving th&ge from water to protein.
The selection of charges for the solute and its surroundasglbieen discussed in Section
2.1.3. Once the charges are de ned, we are ready to perfaerPBLD free energy cal-
culation. This calculation evaluates the interaction leetwthe charges of region | and the
permanent and induced dipoles of region Il, lll and 1V by tkpression:

Gh, = G+ Ggon * Gq + Gq + Guw + c':‘hydro (2.51)

sol —
where: G, the Langevin energy, is the free energy of the interactidhewater dipoles
of Region Il with the charges of Region | and Region lIGg,n, is the residual “bulk”
energy, a correction due to the nite size of Region IlIG, , electrostatic, and ,Gq
induced, re ect the contribution from the permanent anduiretl dipoles of Region I,
respectively. G,qw represents the contribution of the van der Waals interactfdregion
[l with the atoms of Region | and Region II, and nally Gpyqro gives an estimate of the
hydrophobic contribution to solvation free energy at 300This entropic contribution is
estimated by the hydrophobic and hydrophilic areas of thieeoutes. Hydrophobic areas
of a molecule are identi ed through the magnitude of the ®tetatic potential on the
surface of each of the atoms in Region | and Region Il

self

self/i

self/i

2.2.6 Averaging PDLD results over protein con gurations

The original PDLD model represented the solvent by considets averagepolarization
while taking the X-ray structure of the protein as its averagn guration. A more con-
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sistent (and more expensive approach) involves generatsej of protein con gurations
and performing PDLD calculations on this set [72, 13]. Theraging is done automati-
cally in MOLARISby using MD generated con gurations within the LRA approstion
of Section 2.1.3. This important implementation will bealissed in Section 2.2.8.

2.2.7 The semi-macroscopic PDLD/S method

The energies obtained by the PDLD method or by any other sio@ic model involve
very large contributions that tend to compensate each.dtt@vever, with large compen-
sating effects it is sometimes hard to obtain precise resOih the other hand, macroscopic
models can lead to more precise (though not necessarily aworgate) results since they
implicitly assumehe above compensation by using a large dielectric con&aat[65, 67]
for discussion). Considering the high precision of the raacopic approaches, it is useful
to nd a way to scale the large energy contributions of the BDhodel, and to obtain sim-
ilar precision while retaining the clear energy-based eptof the microscopic approach.
Such a “scaled microscopic” model, which is referred to reer¢he semi-microscopic or
PDLD model and is designated by the abbreviation PDLD/S[6].

The starting point in this model is Fig. 2.12 where the chagdree energy G is
given by

Ga b= Gadt+r Gac+t Gaop (2.52)

We start by considering G, 4. The contributions to this term from the solvated charge
is easily evaluated by

" 16 1 1
Gy G = (1 - 1 ] (2.53)
a p w
p w w
1 1
1 GW - _
q n b ||W

where Gy is the self energy of the given charge in water (th€g,; of Eq. 3) and
G4’ is the solvation of the charge in a medium with= ",. Here we express Gy

by the Born's formula and then determine the relevant Boraiusa from the actual

(microscopically calculated) Gy. The contribution from the change in the solvation of

the protein( Gy’ G}') is now evaluated in a similar way. This is done by

.. . . 1e&? 1 1
Gya=0  GYa=0) &

b "W
1662 . 2", 2 2, 2
3 [ 2, +1 2" +1 ] (2.54)

where G[' is the solvation energy of the entire protein with its iotieagroup in its
indicated charge state. b is the Born's radius of the protgis the total protein charge and
is the total dipole of the protein. Using the relationship
2" 2 1 1 1

7+1 - b7 teizr © P 1O

(2.55)
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Figure 2.12: The PDLD/S-LRA thermodynamic cycle for the leation of G‘QVOI, P(A ). The cycle
involves the change of the dielectric constant of the sdleeound the protein fromy, to ", moving the
charge from the solvent to the protein, changing back to ¢theeat dielectric and uncharging the ionized
group inside the protein. The energy contribution of eaep & indicated in the gure (see text). The LRA
process is designated by the reorientation of the proteimaeent dipoles.
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wheref (") = (1 +1 =2") 1, we can write Eq. 2.54 as

. 166¢ 166 ? 1 1
Gr(g=0 GY)(q=0) " + f(" — 2.56
For Gy (wheref (") " 1) we can certainly write
166y 166 2 1 1667 166 2
W ' T -
G, b + e 1 . b + 5 (2.57)
Now we can write for', 6
i W w 1 1
Gpp(q - O) Gp (q - O) = Gp "o " (258)
p w

When",, is smaller than 6 we should modify the scaling oy by the abové ("p). This

is done conveniently in our simulation studies by evaltgattini;;f2 in additionto Gy,
and using these two values to obtain an interpolated valub &ndf ("). The additional
calculation for', = 2 is very fast. That s, in the case of smgjlwe can use a non-iterative
approach with a grid of dipoles with the corresponding poédoility and with a screening
constant that represents the dipole-dipole interacté8jsHowever, even without thie(")
correction, the contribution from the? term of the protein largely cancels when we also
include the Gg 4 term. Furthermore, the physics of scaling'yis qualitative as is the
nature of',. Thus we use in our qualitative discussion the approximatio

1 1
Gua=  GNA=0)+ GY = = (2.59)

llp IIW
Ga ¢ Is evaluated by taking the microscopic contribution frora thteraction between
the protein residual charges to the ionized group (thisrdmrtton is called here U and
it becomes Gj upon proper averaging) and dividing it By. Thus we can write

Uy (g = q)

Go 4= — (2.60)

p

This simple expression can be used, since all of our systemmneersed in a continuum
with" = ",. Finally Gg 4 is evaluated in the same way a$5, 4. Summing the three
terms in Eq. 2.52 leads to our effective potential which igtem as:

. 1 1 VP (g =1)
Uadbsi [ Gp@=0! g=1a) Gyl — +— + ———— (261)
p w p
Where the G term represents the change in the microscopic solvatiorggré the
entire protein plus its bound ionizable group upon changvregcharge of this group from
zero tog. We use here the notationU,q4-s rather than Gpgg-s to designate the fact that

the proper free energy is obtained by averaging this exjpre¢see next section).



2.3. COARSE-GRAINED MODEL a7

At this point, one might wonder what value should be useg to addressing this issue
[74,75, 76, 67], itis crucial to remember thatis not the actual protein dielectric constant
because we explicitly take into account the protein permedipoles in thev; term. In
fact, one should realize that the dielectric constant ssts all contributions that armet
considered explicitly. Thus, for example, if we were to ddas explicitly all the polar
contributions including the protein permanent and indudgables and their relaxations
upon charge rearrangements (as done in the PDLD treatmaenshould have useq = 1.
Here, we considemplicitly the protein-induced dipoles, some bound water molecules no
included explicitly, and the reorganization of the protpermanent dipoles. Although
it is possible to estimate the relevaht for any system for microscopic simulation[74],
POLARIS provides the results obtained fy between 2 to 20.

2.2.8 The PDLD-LRA and PDLD/S-LRA methods

The PDLD/S expression of Eq. 2.61 represents effectivenpiads rather than actual free
energy since it is obtained from a speci ¢ protein con guoat (although the solvent po-
larization represents an average polarization). A profesr énergy expression is obtained
by using the LRA formulation of section 2.1.3. Now we averdige PDLD/S effective
potential over protein con gurations generated with tharged and uncharged forms of
the relevant solute. For example, in studies of the enerfiebarged groups we use Eq.
2.21, which is written in our case as

1 .
Gor q=a) = 5N Uigeo + h Uiyl (2.62)

Here V is the change in potential when g changes from zem to i, designates the av-
erage over trajectories with the potential surface of tloégdn with the designated q. This
crucial averaging is not included in most of Poisson Boltamapproaches. This leads
to poorly de ned protein dielectric constants (see disausén [67]). The PDLD/S-LRA
method is ised in alPOLARIS calculations including studies @K ,s, REDOX poten-
tials and binding energies. The LRA formulation is also ua#ti the PDLD microscopic
model. Such PDLD-LRA calculations are provided as a stahdption inPOLARIS.

The LRA average of the PDLD/S and PDLD energies is done in gotetely automated
way in theMOLARISpackage. This is done with MD simulations with tBRZYMIXforce
eld and with an explicit representation of the solvatedtgin. This "shadow" solvated
protein is used to generate con gurations (that are calgett xed time intervals) which
are then used in the PDLD/S-LRA and PDLD-LRA calculations.

2.3 Coarse-Grained Model

2.3.1 Introduction

Although computer power has increased enormously in regents, including the emer-
gence of peta op supercomputers, the available computes i$ not in nite, and in many
cases, the use of brute-force computational approaches isenoptimal solution. As out-
lined in our review [3], biologically important problems\ealready been successfully
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resolved by the use of physically sound simpli cations, ebefore the existence of such
powerful supercomputers. In fact, there exist cases wheeeneither can nor should ap-
proach the problem without the use of a simpli ed model. Altigh here, of course, a key
question is what level of simpli cation to employ in order be able to accurately model
the problem at hand without sacri cing too much of the phgsit the system, while also
taking into account the available computational power asalility to give a convergent
result at that point in the history of the eld. The earliesieuf coarse graining in mod-
eling proteins emerged in 1975, with the development of gbied model for protein
folding [77]. The Levitt Warshel (LW) model [77] replacedetlside chains by spheres
with an effective potential, which implicitly representdte average potential of the sol-
vated side chains. Remarkably, this drastically simpliaggproach was able to nd several
native structures while starting from the native unfoldémtes making it (probably) the
rst realistic treatment of large amplitude motion in privig, as well as the rst physically
based solution to the Levinthal paradox [77]. A further ussfmpli cation suggested at
the same time was a model that kept the helices of the simphedel in a xed helical
con guration [78].

Subsequently, @and coworkers [79] introduced another CG model for prdioting.
This model, which has come to be referred to as a "lattice odmnsiders the system as
being a chain of non-intersecting units of a given length @Dasquare lattice. Although
this approach has some problems (as discussed by us ang[8h&1)]) it provided signif-
icant insight and has been used by some of the key workerg ielth[82, 83, 84, 85, 86],
while others tried to be more realistic and used the LW model.

Since the development of the above models, it has been widebgnized that CG
model can offer a powerful tool for exploring fundamentablplems, such as the protein
folding and aggregation problems[87, 88, 89] as well as nram#properties[90] and other
general properties.[91, 92] However, the use of CG modedxtoring structure-function
relationship has been more limited. In our view, a part ofgh&blem has been the lim-
ited familiarity of the CG community with modeling chemigadocesses as well as the
de ciencies of the description of electrostatic effectsrbgst CG models.

One of the most promising CG strategies for description atfional properties has
been our recently developed model[80, 93, 94] that focuseidhproving the description
of the electrostatic features of the model. Since this mbdslbeen evolved while being
developed and veri ed, we provide here description of theerd developments and recent
applications.

In considering our model, it may be useful to comment on theega idea of CG
re nement. In trying to obtain a CG (or any other empiricatde eld) description of
reality, it is important to realize that the constraintsgbmoducing different properties can
include both theoretical and experimental properties.s Tiea goes back to the original
consistent force eld (CFF) model[17, 95] which requiregreducing energies, structures
and vibrations as well as properties of molecular crystilalso re ects the idea of what
we call now paradynamics[80, 96, 97, 98] (PD), where we megua simple model to
reproduce the energetics and structures of a more comptetelnOur point here is that the
speci ¢ strategy used in the tting is less relevant than wisdeing tted. Thus it does not
matter if one tries to t forces (in what is called force maitadf{99]) or t structures[100],
what counts is how well the tting works in reproducing thesited properties. In fact,
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the exact reproduction of some features (e.g. forces) ofxphceg model might well be

a nonoptimal strategy. For example, if we are looking foeetive CG description of
electrostatic energies, it is by far better to t to PMF or tctual observed electrostatic
energies, rather than any electrostatic forces. The raasbat the dielectric compensation
of the electrostatic force is a re ection of many contrilouis and relaxation processes and
not of a seemingly rigorous single contribution.

In our experience, the use of CG models is also crucial inistuof complex systems,
where despite the tendency to believe that a single longasgopic simulations will tell us
how the system is working, it is essential to run many shars mith different hypotheses
and different conditions, in order to gradually identifyetkey functional features of the
system. Finally we note that the use of CG models can be @dsas a branch of the
general idea of using multi-level modeling, which has taroet, for example, to provide
a major direction in combining high level quantum mechamnedculations with classical
force elds, in the framework of QM/MM and related modelinggg for review e.g. [5] ).
However, this direction is out of the scope of the presenkwor

2.3.2 TheMOLARISCG model

Our current CG model [3, 94] has one major difference redatiivthe early LW as well as
most other CG models - it emphasizes consistent treatmehedadlectrostatic free energy
contributions. Below we review the main features of the nhaa=uding the special elec-
trostatic terms. Our model, depicted schematically in g@rl3, is created by replacing the
side chain of each residue by an effective "atom" (named X)aamadditional dummy atom
(named D). The atom X is usually placed at the geometricaecert the heavy atoms of
the corresponding side chains (with a residue dependergelad van der Waals radius).
For the ionizable residues (ASP, GLU, LYS, HIS), the atom Xl&ced in the direction
of the geometrical center of the ionizable functional grolipe dummy atoms are placed
along the corresponding G C vectors and serve as tools for rotational transformations
in the process of moving between the simpli ed and explicttdals. Since side chains are
packed with varying conformations inside folded proteths,equilibrium distancag
are within the values mentioned in Table 2.4. The dummy atonsot have any charge or
van der Waals (VDW) interaction with the rest of the systeime Backbone atoms of each
residue are treated explicitly and the interactions betweain chain atoms are identical
to those used in the explicit model, but then modi ed to re #we missing solvent terms.

This model expresses the overall free energy (in kcal/nsol) a

Giotal = Gside ¥ Gmain * Gmain  side (2.63)

where the different terms are discussed in the next sessions
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Figure 2.13: Trimming of an originally fully atomistic sidghain representation, with the Coarse Grained
representation

The free energy Gsige

The Ggige termis given by

Gsige = Glmv+ G+ G+ GUi (2.64)

side side

The rst term of the RHS (Right Hand Side) of equation 2.64GY%Y, describes

side
the effective van der Waals interactions between simpliside chains. G!% con-

sists of two components: a) the interactions between thieiproesidues simpli ed side
chains, G!% .. and b) the interactions between side chains and membrashatgrins,

Guw . Guw . isdescribed by a "8-6" potential of the form:
X h o g ro el
d _
Gside side = D3 ri 4 ri (2.65)
i<j 1) 1J
_ q__ .
where ? = P 2andr? = r{r?. The parameters andr? de ne, respectively,

the well depth and equilibrium distance. These parameterg ne ned by minimizing
the root-mean-square deviations between the calculatedlbserved values of both the
atomic positions and the protein size (i.e., the radii ofagjpn) for a series of proteins.
The corresponding re ned parameters are given in table 2.4.

The van der Waals interactions of membrane grid atoms aatettén a different way to
allow for ef cient modeling of the membrane effect. Thattise membrane grid is treated
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Residue 3r?(A) P O (kcal/imol) 2 , (A)  Polarity
ALA 2.80 0.04 1.4-1.5 nonpolar
CYS 3.10 0.05 2.3-2.4 pola
ASP 3.40 0.11 2.8-3.0 polar
GLU 4.40 0.13 3.4-4.3 polal
PHE 4.10 0.24 3.4-3.6  nonpolar

HIS 3.80 0.23 3.5-3,6 polal

ILE 3.80 0.15 2.0-2.5 nonpola

LYS 3.80 0.13 5.4-6.4 polal

LEU 3.50 0.13 2.6-2.7  nonpola|

MET 3.80 0.21 2.9-3.0 nonpola|

ASN 3.30 0.13 2.4-25 polal

PRO 3.40 0.30 1.8-1.9  nonpoldr
GLN 3.70 0.17 2.3-2.4 polal

ARG 4.10 0.29 5.3-6.8 pola

SER 2.90 0.09 2.3-2.5 polal
THR 3.40 0.10 1.9-2.0 polai

VAL 3.50 0.05 1.9-2.1  nonpolar
TRP 4.40 0.33 3.7-3.9  nonpolar
TYR 4.20 0.30 5.6-6.1 polar
MEM 4.24 0.05 - nonpolar

Table 2.4:2Van der Waals radii for the simpli ed X atoms of the proteisidtues. Amino acid residue of GLY
does not have a corresponding X atom, since it lacks an asitl&lchain.” Well depths for the simpli ed
X atoms of the protein residueSL.ower and upper limits of equilibrium distances of simplie atoms of
protein residues

with continuous derivatives in order to reduce the need taregating a new grid when
the protein is displaced or changes its structure. This wa® ¢y building a continuous
membrane (instead of deleting membrane points that appedirect contact with the pro-
tein). Accounting for the fact that the membrane grid shdadaieleted upon contact with
the simpli ed side chain protein atoms, we replaced theddiath van der Walls interaction
between the protein and the membrane by

Gviw X Ajj Bij

side mem = 612 6
» ( +ry) T

(2.66)

whereA; andBj; are parameters for interactin§ side chain ang™ membrane grid
atom,r;; is the distance between the two atoms, arid a VDW cutoff parameter.

Aj =4 3 (r)*

Bj =4 é(r?j))e

(2.67)

where ? = 0 0,r? = 3(r? + r) are, respectively, the well depth and equilibrium
distance for the pair of atomsandj. Note the different way of calculatirlgf , compared

to the one used for GY%" .. Parameter is equal to 7452.75 &

The second term of the RHS of equation 2.6458¢, was originally given by the
following equation:
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X
Geec = 2:3RT Qi(pKy; pH)+ Goo+ Geer (2.68)

i
wherei runs over the proteins' ionized residu@k j; is thepK, of thei™ residue in
water andQ; is the charge of thé" residue in the given ionization state.Gqq is the

charge-charge interaction free energy, which is given ¢ai/knol) by:

X QQ

Fij  eff

Goo = 332 (2.69)

i<j

where the distances and charges are expressed in A andsleainarge units, respec-
tively, and ¢ Is the effective dielectric for charge-charge interactiahich re ects the
idea established in many of our earlier works (e.qg. [76, 1O0Ht the optimal value is large
even in protein interiors (namely; > 20). This type of dielectric has been found to
provide very powerful insight in recent studies of protetalslity (see [101, 102]). The
ionization state of the protein residues were determinethbyMetropolis Monte Carlo
approach of ref [94] for the given pH. The expression in EmqueaR.68 has been re ned
more recently [103] and the corresponding modi cationsgaven in the 'Modeling Protein
Stability and Folding Energy'.

A key element in our approach is the treatment of the self@nerGses , associated
with charging each ionizable group (residues ASP, GLU, LXRG, and HIS) in its spe-
ci ¢ environment. This term is given by:

X
Gself = Ugair (N{™) + UG (NP) + U™ (N™™) (2.70)
|
whereU designates effective potentialruns over all ionized residuesg)’". , UP

self * “self
andUZlE™ are the contributions to the self-energy from non-poten) (esidues, polar)
residues and membranmém) atoms (more precisely, membrane grid points as clari ed
below), respectively. Herl"”, NP andN™™ are, respectively, the number of non-polar
residues, polar residues and membrane atoms in the nelyidzbof thei™ residue. Note
that the non-polar contribution for the membrane is takea account separately in the

hydrophobic term (described below). The empirical funtsio,, andUL,, are given by:

sel sel

U Py Bao®@ DNPONEROL 0N oNpo
self( i )_ Bself. N™ > N np ( )
np(i)’ i max
and
self p p 21 p
Uspelf (Nip) = BP(i) exp[ U(Ni Nr?qax) I; O<N i er%ax (2.72)

Nip>NrFr)1ax

The number of non-polar residues neighboringithéonized residue is expressed by
the analytical function:
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NP = F (ri,- ) (273)
with

Fry = © L. (2.74)
eXp[ np(rij rnp) ] rij > rnp

Whererj; is the distance between the simpli ed side chains of ionizabsidue(i) and

non-polar residugj ), r,, and n, are the parameter radius and factor, respectively, that
determine the effect of the non-polar residues. Similaa&qus were used for the number
of polar residues neighboring th® ionized residue , with parametersand ,, NP, and

for number of membrane grid points neighboring the ith iedizesidue with parameters
Fmem and mem, N/™™. The relevant parameters are given in Tables 2.5, 2.6 and 2.7

Value Units
Polar
p 0.1 VA
r p 5 A
Nonpolar
np 0.1 1A
Inp 7 A
Membrane
mem 6 1/A
I'mem 2:05D spacing A

Table 2.5: The parameters for the calculation (general)aafsthe number of neighbors for all types of
residues (ionizable, polar and non polar/hydrophobic)

o 0.1
N flT)laX 6
np
U 0.02
N max 15
mem 0,005
N mem 28

max
Solvent
Rcutoff 18 A

Table 2.6: Parameters for the calculation (general cas&keefenergy contributions of U for all types of
residues (ionizable, polar and nonpolar/hydrophobic)

The values oNP_, andN P have been estimated, by observing the values of neigh-
bors in a set of diverse proteins [102]. For speci ¢ valuesoéndr,, given in Table 2.5
and used extensively in our previous work[80, 94, 102, 93],M0e have observed that less
than 5% of ionizable residues have more thi}y, = 6. The same feature occurs for the
non-polar neighbors: Less than 5% of the ionizable resitiage more thamN® = 15,
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Residue B Se" B ,S,S'f B
name
ASP -0.5 2.5 10
GLU -0.6 2.5 10
LYS -0.5 2.0 10
ARG -0.6 2.2 10
HIS -0.3 4.0 10

Table 2.7: The parameters for the self-energy tetiffis (NP), U (N®), andUZe™ O(N/..., ) of the
ionizable residues

Figure 2.14: The dependence of self energy contributigfis andUJ:, of residue (i) onN” andN;™).
Until the number of neighbors (polar or non-polar) reachNgsy , the self-energy contributions increase
exponentially. When number of neighbors is larger tNapx , the self-energy contributions remain constant,
taking the highest valuB ¢'f

and those who are, are deeply buried inside the interiorgfdhte contained protein. The
resulting dependence bEY, andU!,;, onN;"™ andN/ is described in Figure 2.14.

In cases of membrane proteins we represent the membraneriny @ gni ed atoms,
as we have done in our previous studies (e.g. see refs. [9402§) and this grid is used
in a similar way to that used in Eq. 2.71 and 2.72. The reqykigf-energy term, which
also re ects the boundaries between the protein and the meerabis given by:

USe™ (N nem) U™ O (N ) exp[ (R Woen 2)2); - Reolvent o =2
If i - 0 —
se mem/ puried sTeIefm (N em)’ Rsolvent > Wmem =2

(2.75)
where the termu:™ % is given by :
If .
ymem; 0 Br?ﬁe;:m(l) expl mem (Nmem Nrrr?gr)w(q)z]l O <Njmem N mem
self (N em) - Bself . N mem 5, |\ max
mem (i)’ mem

(2.76)
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The parameteRs°Ve" in Eq. 2.75 is the distance to the closest solvent molecuieiw
is determined by a water grid around the system, and usingligtance to the closest
water grid point.Wenm is the width of the membrane atoms grids is a parameter that
determines the effect of the burial of residue (i), and itggmsted value (see ref [105], [93],
[104]) is one quarter of the membrane grid width,e,. For a membrane grid spacing
Dspacing = 2A and widthWi,er, = 36 A the value ofL ¢ is taken as 94see ref [105], [93],
[104] for more details). A description of the process of ndithe contribution to the self
energy of a fully buried ionizable residue from membrand gtoms is depicted in Figure
2.15.

Figure 2.15: A representation of an ionizable residue igiitgpli ed coarse grained form (depicted in green).
The water grid points are also created outside the membirésheagd the distances of the water grid points
from the side chain are calculated. The distance of the vgatdrpoint closest to the ionizable residue is
Rsovent  \W, . is the total width of the membrane grid with membrane spablgghcing - Half of this
width, along withR=°Ve" s used in Equation 2.75 to calculateff™ (Nfem ) purieq

The third term of the RHS of equation 2.64GP%%" | is treated with equations identical

side !
to the ones used to calculate the self-energies of the ibleizasidues and is given by :
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(N™) + Uloiar (NP) + Uggiar (N™™) (2.77)

polar

polar _ X np
G = U

side polar
|
wherei runs over all polar residues (SER, THR, TYR, CYS, ASN, GLNJ”, N and
N, are the number of non-polar residues, polar residues, amabnage atoms in the
neighborhood of théth polar residue. These termsin Eq. 2.77 are calculatedibg &s)s.
2.73-2.74, with exactly the same parameters shown in Tabkeand 2.6. The functions
Ut UP andU™™ are given by the same expression as in Equations 2.71, 27/, 2

polar * ~polar polar

2.76 , respectively, and the corresponding paramag‘f‘s Brﬂ’g', andBP . for each polar
residue are given in Table 2.8.

Residue BF® BR” BRd,
name
SER -0.040 0.040 0.04(
THR -0.065 0.065 0.065
TYR -0.125 0.125 0.125
CYS -0.005 0.005 0.005
ASN -0.215 0.215 0.215
GLN -0.195 0.195 0.195

Table 2.8: The parameters for the polar tetdfs,, (N"), Upg,, (N™), andUpie (Nme™ )

The last term of the RHS of equation 2.64G!Y! , is treated by adopting a similar
model used in the self-energy and polar free energy calonkgtas follows:

side

X .
Gote = (Unyg(N{™) + UR4(NP) + UFEm (N™™)) (2.78)
|

wherei runs over all non-polar residues (ALA, LEU, ILE, VAL, PRO, MEPHE,
TRP), NP andN™™ are the number of non-polar residues and membrane atome in th
neighborhood of theth nonpolar (hydrophobic) residue. They are calculated sipgu
equations 2.73-2.74, with exactly the same parametersrsimowables 2.5 and 2.6. The
functionsU 4, URs™ are given by the same expression as in Egs. 2.72 and 2.757hg6

corresponding parameters are given in Table 2.9.

The termU,E‘; , however, is being treated in a different way, compareds@aunter-
parts. That isJ, 7, is given by:

U}?ﬁd(Ning ) — BESdU) eXp[ 14(N iRing :NiWateI’ )] (279)

WhereB P, , is a constant, similar in nature with the constants desdriib&gs. 2.71-

2.72. NiRing is the number of implicit water grid points within a certaedrus from the
side chain centeiN;"a®" is the total number of implicit water grid points that sumads
this speci c residue, when it is by itself in a water envirogint.

To calculateN R for each nonpolar residug), we create an implicit water grid
around that residue and eliminate the grid points whichid®lvith protein main chain
atoms. Next we retain the grid points that are within the radbetween the spheres of
radii M hygro iy @Ndr hydro iy + 4 A from the center of the side chain atomitt residue. The
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Residue B 'p”dro B ,'fpydro Fydro

name
ALA 0.560 -1.071 -1.071

LEU 0.800 -1.286 -1.286|

ILE 0.760 -1.607 -1.607
VAL 0.800 -1.143 -1.143
PRO 0.400 -1.714 -1.714
MET 0.440 -0.714 -0.714
PHE 1.000 -2.429 -2.429
TRP 1.160 -3.214 -3.214

Table 2.9: The parameters for the hydrophobic tettfjg (N ), U’y (N9, andupe™ (N )

rest of the grid points are eliminated. The total number egéhgrid points is taken as the

value of NR"9 | Figure 2.16 demonstrates hdw'"? is calculated from the implicit water

grid points, and the values Bfﬁ)‘,’d(i), Mydro (i), aNdNV @™ are given in Tables 2.9 and 2.10.

Figure 2.16: Description dfl k"9 calculation. Left: Showing the actual water grid pointsreunding a CG
residue (shown in green) of a protein. Right: Showing theewgtid points that are within a hollow spherical

volume, created by two spheres of radijaro (iy andrmyaro (iy + 4 A. These points are used to determine
N Ring .

Residue Mhydro (i) (A) NiWater
Name
ALA 3.0 60
LEU 55 115
ILE 6.0 120
VAL 4.5 110
PRO 3.5 50
MET 6.0 110
PHE 5.0 130
TRP 6.0 140

Table 2.10: The parameters for the hydrophobic tekjfy (N9 (Continued)
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The free energy Gnain
The main chain free energyGnain IS given by

Gmain = Gbond + Gangle + Gtor + Gitor
+ G + GV 4 GloE 4+ GU (2.80)

main main

where  Gponds  Gangles  Gior, and Gy, are contributions from the regular
ENZYMIX force eld. Also, the last term of the RHS of equati¢h80, G , isthe
charge-charge interaction free energy between the main elb@ms, which is calculated
by equation 2.69 and a dielectric constag¢ = 10. The additional terms will be
discussed below.

Calculation of G,

Since the secondary structure of proteins depends stronglye solvation of the main
chains, we added the correction potential,,, , that is used to modify the gas phase
potential. This solvation potential is given by:

Go = AM oload ol (2.81)

where

1 co9gX)
sin(5)
The values of ; and |, are chosen to represent the minima of thielix and -sheet
regions of the Ramachandran plot, whleand! ;) have been selected to tune the simple
model -helixand -sheetregions to match those of the explicit model. Theispealues

of these parameters are listed in table 2.11.

a(X;! )=exp 0:693 (2.82)

region A; (kcal/mol) o ! '; o o ! '; 0
- helix -1 -95 8 -5 16
- sheet -10  -150 10 175 14
O-turn -3 -80 6 65 5
L- - helix -5 60 5 40 16

Table 2.11: The parameters for th&s,,, term. Angular values are given in degrees.

i Solv
Calculation of G2
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The main chain solvation term is given by

X
G%%'i\ﬁ = Bsav U i (2.83)

exp[ (J ij max)z]; J ij < max

1 j il max

whereBgoy, = 2and(i) runs over all residues in the sequence. The functipwhich

re ects the percentage of polar residues arounddhatom of a given residu@), is given
by

U;i = (284)

N L+ N R N max :N max N max
i: np;t mem,l( p mem p (285)

max
NIO

WhereN, ™ is the maximum number of polar residues aroui@l @tom (taken as 27
based on the total number of neighbors around a residueddng&le SecY translocon that
was used as a test systeniN); 02 is the maximum number for membrane atoms around
aC atom (taken as 33 based on using Ala, in a membrane with memlsg@acing of 4
as described in Fig. 2.15Npp; andNmem:; are the numbers of nonpolar and membrane
residues around residue i, which are calculated by the s@meach used in the self-
energy calculation. The only difference is that we countdsgdues around thé and not
theC atom, as done for the calculation of the self-energy coutioins.

Calculation of Gi9@

The hydrogen bond function is given by

G’ = Glig®U'U + Glg"1  U'U)) (2.86)
where we have
GIE®= Awaed Grg + Grg'™)+expl ey  rie)’l (2.87)
and where
RE"= Amen( Gig”+ GLE™) (2.88)

where we use g = 22:2 A Z2andryg = 2:9. Ayater = 0:044andAem = 0:22

G[29"is the regular HB function used in the standard MOLARIS foedd.
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Ggg'%is given by:

(

geeo- b i o (2.89)
exp[ (rj ro)?l; rj >ro

with =15 A Zandr,=2 A.
The scaling factoré\ater aNdAmem are evaluated by the function

A=(1 08U U)=45 (2.90)
where in waterlJ is equal to 1 for all residues, therefore from equation 2.8thave

Avater (1 0:8 1)=4:5=0:2=4:5=0:044 (2.91)

On the other hand, in membrang, is set to O for all residues, and from equation 2.86
we have

Amem (1 0:8 0)=4:5=1=4:5=0:22 (2.92)

The free energy Gain  side

Gnmain-sideCONSists of two parts, the electrostatic and the van der 8\zats:

Gmain-side = Goee + G (2.93)

main-side main-side

The electrostatic part, G _ . is treated with the same electrostatic interactions as
in Equation 2.69, but with the = 10.
The van der Waals term for main-side interaction§Y2\ ., consists of two parts: (a)

the one where the side chain is a regular protein side chaBY2ll e prowei2Nd (b) the one

: . : VDW
where the side chain is a membrane grid ator, - cide mem

GVDW — GVDW + GVDW (2 ) 94)

main-side — main-side protein main-side mem
Grainside proteiniS treated as a regular 12-6 potential, only that a side dsaireated
as a carbon atom. Again, the van der Waals interactions of breeme grid atoms,

GVbw are handled with the same treatment, as discussed befothefa@alcu-

main-side mem
lation of the GYB¥ .nusing Eq. 2.66 wittA; = AjA;, Bj = BiBj, whereA;, A; and

side mem

Bi, B; are the VDW parameters for main chain atonad membrane grid atoms The
parameter for this case is taken as 2871.38.A
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Modeling Protein Stability and Folding Energy

Our previous approach for the evaluation the absolutelgtabf proteins has been based
on using the PDLD/S-LRA electrostatic model with focuseglelttric constants (ref. [94])
where we searched for the optimal set of the effective dietec and the self-energy
PDLD dielectric ,. While the results obtained have been very encouragingi(€ig.17),
we attempted to obtain similar results with the more quialigaCG model. In the case of
our CG model we replace the more rigorous self-energy caticuis by the more implicit

Gserf term. At any rate, we re ned the CG model by requiring the bietst the observed
absolute stability of a bench mark of proteins, expressi@j,; as:

CG — fold polar hyd vdw CG TOTAL
Gfold - Gelec+ Gside + Gside+ G Gside-side+ G Gsolv+ C3 GHB (2-95)

where the scaling constartsg ¢, andcs have the values of 0.1, 0.25 and 0.15 respec-
tively. G4 is expressed by modifying Eq. 2.68, using :

X .
GES= 23RT  QUS(pK, pKI)+ Goo+ GF'  (2.96)
i
where Gqq is the charge-charge interactions of all protein's ionleabsidues, and it
is calculated by using Equation 2.69 with a distance depardielectric constanty y of
the form:

effij ) = 1+ 80(1 + exr( 0:5ri,- )) (297)

wherer; is the distance between the indicated ionizable residu@%e" is a term that
re ects the scaled down effect of the change in an ionizaddédue protonation state upon
unfolding. It is given by:

X .
G&= 23RT - (Quiny QM°)(pKY PH)(L exp( j(pKy PK)D) (2.98)

Here,QMC is the charge of each ionizable residile which minimizes the electrostatic
free energy (Eq. 2.68Qu is the charge of residug) in water, and = 0:2. pK}, and
pKY are the intrinsipK , of thei-th ionizable residue, in protein and in water, respecyivel
The MC averaged (partial) chargesQ; >, can be used instead @M for calculations
of G

The results obtained after re ning the CG model are giveniguFe 2.18 and the cor-
responding results are summarized in Table 2.12. As seanfigure 2.18, the CG model
does not achieve the accuracy of the more explicit PDLD/2xbfddel in reproducing ab-
solute folding energy. However the overall trend in stapils reproduced. It is important
to realize that the tting procedure re ects a compromisévieen different requirements.
For example, we found out that we cannot get a quantitativeesmgent between the calcu-
lated and observed effects of hydrophobic mutations witlgetting serious deterioration
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Figure 2.17: Prediction of absolute folding energies (iitads) of various proteins, using PDLD (from ref.
[103)).

in the agreement between the calculated and observed &bstdbility. Apparently, as is

the case with other models, it is hard to reproduce quantigtabsolute folding energies,
but we believe that reproducing the observed trend is a Viéegtere way of calibrating a

CG model. We also note that we have the option of using the C&raference potential
for moving into the explicit potential [94]. This approadhosild be particularly effective

in reproducing mutational effects on protein stability|94 should also be pointed out that
the CG should perform the best in exploring the electrastdfect on protein stability. The
CG model allows for a very fast screening of protein stabilit
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Protein Gobs Geale
set
Staphylococcal Nuclease 6.2 67
Staphylococcal Nuclease + PHS 11.9 7.5
Ribonuclease 10.5 10.7
Barstar 5.7 3.1
Bc CSP 5 8.7
SS07d 8 10.0
Chey 9.5 13.4
FeCyt b562 10.1 10.3
Thioredoxin 9 12.0
Apo avodoxin 4.3 2.5
Barnase wt 8.8 11.2
Bnase W94F 8 11.0
Bnase W94L 7.5 10.2
Ec DHFRWT 6.1 8.5
Ec DHFR W22L 6.2 6.7
Ec DHFR W30A 4.0 7.6
bCSP WT 35 0.1
bCSP F27A 2.7 -0.5
bCSP F17A 2 -0.5
bCSP F15A 1.2 -0.3
Ribosomal s6 8 6.0
-Repressor 4.6 7.1
Bs Hpr Phosphotransferase 4 37
Arc Repressor 4.6 7.1
GDH Domain2 4.9 12.7
Ferridoxir? - -
Sac7d 7.4 12.4
Ubiquitin F45W 7.4 4.7
Interleucine 9.1 15.2
R Nase A 9.3 9.2
R Nase T1 7.7 11.9

Table 2.12: Predicted and observed absolute stabilities &6t of proteins, using the CG Model (from
ref.[103]). 2Ferridoxin without the SFligand is considered unstable.
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Figure 2.18: Prediction of absolute folding energies ($itas) of various proteins, obtained using the CG
model (from ref. [103]).
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2.3.3 Electrolyte and Voltage Effect

The semi-macroscopic strategy used here has been deskribedprevious electrostatic
modeling [13], which is similar to the approach introducetyjimally by Klein and Pack
[106] but it retains a more microscopic view. The grid spgci® taken here as and
the volume element = 3 centered at the ith grid point contains a residual chafge
determined by

=9 +q (2.99)

where
Nboxe( i) — Qboxe(
A A

whereq” andq are, respectively, the positive and negative fractionatges that are
assigned to the ith grid point, is the ion charge of the electrolyte ions in atomic units
(namely, 1forthe 1:1 electrolyte used in our calculationd),,, box is the total number
of cations/anions in the simulation bo®, ,, box is the total charge of cations/anions in
the simulation system given [, . = Npox, i IS the electrostatic potential (times unit
charge) at the ith grid point, and= (kT) ®. A is a normalization constant. In the initial
step of the calculatioN ., box is obtained as follows for a 1:1 electrolyte:

(2.100)

Npox = Nouk N g4 (2.101)

wherenyy is number density (number of ions/Angstré)pwhich is connected to the molar

concentration (C) by
C

Npulk = 1666
box N2"is the number of grid points within the simulation box (odtsimembrane and

box
protein). P
Using the normalization condition g on Eq. 2.100, we obtain

(2.102)

g = .r“nge B (?boxee (2.103)
i

Our normalization treatment, which is different than thencoon use of the bulk den-
sity, helps to obtain a clearer physical picture. Howewarafvery large simulation system
and at the limitof ! 0, we obtain:

A = e 1 NZU (2.104)

box

The potential times unit charge (which is actually potential of mean force) can be ex-

pressed as
X of X qg
i =332  —gp— +332

+ Ve (2.105)
et L

wat rlk

whereV,® represents the external potential on ith grid point. HqF’eis the charge of
the jth protein residue (these charges are evaluated by M¢zgdure described above) and
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q’ is the point charge at the kth grid point (representing theesx net charge of the kth
volume element).

The effect of the regions that are not included in the sinnuegystem was represented
by using a partially periodic (quasiperiodic) treatmertiafis, we used a periodic boundary
condition with explicit images of the simulation system lre thearest neighbor cells and
with simpli ed replicas for farther images, where the totdlarge of the slab at each Z
coordinate is centered on the middle point of the slab (wathbrdinate (0;0;2)).

The dielectric & represents charge-charge dielectric for interaction éetwthe pro-
tein and the electrolyte grid points. This parameter carppeaimated by a large number
between 40 and 80 or by the distance dependent function

=1+60[1 exp( 0:1r;)] (2.106)

In order to model the effect of the external potential, one cansider formally the
membrane/ protein/water system as a capacitor. In this taseossible to use the well-
known macroscopic capacitor model. That is, in principle @@ use the well-known
macroscopic capacitor model , where the external potentiaices surface charges$ (),
whose value will be de ned below, and creates the corresipgndisplacement vectd:
In this case, we have

D=4 (2.107)
whereDy is not affected by the medium. We also have the relationship
E=D% =D° 4p (2.108)

where is the macroscopic local dielectric constant (which is roptad to the above; ), E
is the macroscopic eld, and P is the macroscopic polarmzati

Our rsttaskis to determine the membrane potential and kbetelytes charges, so we
can evaluate the free energy of the protein charges in tleepce of this potential, which
is done by expressing the external potzential as

z

vio= D= (2)dz (2.109)

ext
Z0

whereZ0 is theZ coordinate at the left electrode (in the current work, wergethe
left side as the side with smaller value for the Z coordinated the right side with the
larger Z value). Now, if we consider the potential on the &tdgte grid points or on the
membrane grid points, we can de ne what is considered hetteedgeal potential (namely,
the potential in regions without the protein) by

: (Z  Zmin) Do= wat
% z<29
(Z!Lg Zmin) Do=wa +(2 Z!Lg) Do= mem
79 <=z <= 79
% (Z!Lg _ Zmin) DO: wat T ( leg Z!Lg) DO: mem t ( z leg) DO: wat
" z>2z278

out — ideal —
Vet = yieed =

(2.110)
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wherez? is a left boundary of the membrarg) is a right boundary of the membrane,
andz, isthe lowest (left-most) Z coordinate of the grid in the sys{(for this purpose we
assume " at" membrane). Herg, and em are the dielectric constants of water solution
and the membrane/protein system, respectively. When wewdtéathe protein charged
groups, we evaluate the relevant external potential byiisggirom the closest point, where
we know the ideal potential of Eq. 2.110. In principle, besmthe potential is a state
function, we can choose any path for evaluating the poteatitne site of the given side
chain. Our estimate of the potential on the protein sites:

8
<\y\/i ) start 1 1 i wat wat
P ideal ! + Vshitt DO(Z Zpro site (rWai) deal Neenter 7)< 3
ext T . Do (z zstart D ) )
. start 0 \“4center pro 0 (Z Zcenter ) wat wat —
V(ZDFO ) + (roat + (rwat IT center r=j=>= 3
(2.111)

where the closest distance from thgner = (X;Y; Zeenter) t0 the closest electrolyte grid

pointisrSener . Here, the distance-dependent dielectric is de ned as

(r)=34 e *9° 46 (2.112)
The shift potentialVghis: , is based on the calculation of the grid potential
Vright Vleft
2

For additional details about the model, see Dryga, PNAS2201 molaris demo di-
rectory. voltage/barrier/DOCS contains additional infation about the model and demo
itself. Source code used is from cvs on mykonos and was cdwad of trunk on May 3,
2012.

Vshitt = (2.113)
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Chapter 3

Speci ¢ applications and practical
aspects

3.1 General groups of keywords

The modular implementation of prografOLARISthat we present allows the user to use
common types of calculations and/or keywords speci caitor different types of runs.
There exist several groups of keywords that are shared by than one types of runs.
The archaetypical example is the group of keywards parm. This group of keywords
is shared by all runs that need MD trajectories to be computethis level the user can
specify the characteristics of the run, independently chtvkind of run (solvation, EVB,
binding...) is being performed. For example, keywordsnaeps , temperature
constraint_pair among others that control typical features of an MD run, can b
modi ed within this level. Refer to the reference manual fiatails.

Another group of keywords is theet_opt , that controls all PDLD keywords in
POLARISruns (from grid spacing to number of iterations @@LARIS radii of the dif-
ferent atom types).

3.2 Running the program and updating the amino acid
library

Run the program by typing
$ molaris

When starting the run you will be prompted by the program. Tétehing that you should
do is to enter the name of the coordinates éeg:

Input the coordinate file name> sub.pdb

After writing this coordinate le name the program will redltis le and report any errors
that it encounters in the le. The program will automatigalead the amino acid library
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le. This library contains all the information needed to dabe the topology and chemical
nature of the molecules that are included in this libraryditidnal new molecules which
are notincluded in the library are automatically incorpeda Another automatic procedure
is the addition of hydrogens to the protein. After succdgsiupdated the amino acid
library, the program will then print out the names of the ammicids and other groups that
it nds in the library.

3.3 UsingANALYZE

After the PDB le has been read and the topology le has beeratad the program will
again give the prompt:

| tasks> |

Now you can typeANALYZEin order to get information about the system under study.
This is done by using the keywords in the reference manuak Kdywordsallres
restype andresatom give information about the new numbering in the protein. You
can use these commands to determine the number of the andhthathas the atoms of
interest. Also, you can check the topology of particulaidess by typing, for example,
resbond , restor ... or even modify this topology le by usingddbond .

ANALYZEcan also be used for performing simple calculations as stanite between
two atoms ¢listatom ), or to list the ionizable groups within a sphere, among &the

The last type of information usirgNALY ZEs the generation of movies and molecular
electrostatic potentials (MEPS) from restart les takeonfrprevious runs. This is done by
using the keywordsiew_movie andview_pot . As is explained in the manual, every
level of MOLARISis exited by the keywordend or exit

An example ofANALYZErun is given below, where we calculate the electrostatic in-
teractions of SER 47 in BPTI with all the residues within 9.84m its center. The input
le looks as follows:

7. Jpdb/bpti.pdb

analyze
restype SER
electro 1 9.0 47
end

end

The results of the run will look like:

analyze> restype SER
47 SER_047

analyze> electro 1 9.0 47
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Radius = 9.0A

Total charge on residue 47 = 0.000

The coordinates of the center for residue(s): 47

= 9.575  28.800 1.738

residue#  residue  charge electro distance(A)
20 ARG 0.000 -0.082 8.233
21 TYR 0.000 -0.712 5.065
30 CYS 0.000 -0.512 8.435
45 PHE 0.000 1.336 6.417
46 LYS 0.000 -11.561 6.293
48 ALA 0.000 -9.198 4,111
49 GLU 0.000 4.351 4.877
50 ASP 0.000 14.014 4.351
51 CYS 0.000 -4.263 6.003
52 MET 0.000 0.251 8.867
53 ARG 0.000 -0.136 8.502

total electrostatic energy -6.511 (kcal/mol)

A more advanced demo of usiddNALYZEis given in the directoran_total.

3.4 UsingENZYMIX

One of the major class of simulation that can be performed@LARISinvolves the
ENZYMIXmodule. This module comes from the implementation infl@@_ARISpackage
of the previous version of prograEBNZYMIX For choosing this module the user should

type

| tasks> enzymix

and then select from the several options in the menu. Esdlgniiiere are several
general classes of simulations that can be performed. Thelest one involves regular
MD simulation of the protein without a speci ¢ function in md (e.gtrying to obtain a
relaxed structure). This option, which is activated by tagikordRELAX makes use to the
general force eld ofENZYMIXwhich is an extension of the classical-classical intecacti
potential and the consistent force eld developer originaly Warshel, Levitt and Lifson
[95, 100]. The second option focused on calculations of ¢b@meactions in enzymes and
solution using the EVB method. Another option is to obtaie ftee energy of different
transformations€.gcharging of ionizable residues) using the FEP approach.eSurthe
main options of th&NZYMIXmodule will be described in detail below.

3.4.1 Simple MD relaxation of a macromolecule

The simplest tast dENZYMIXis to run MD simulations of macromolecule without adress-
ing speci ¢ functional aspect. An example of a relaxatiom g given in the directory
ez_relax The input look like:
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../pdb/bpti.pdb keeph #Keeping Good Hydrogens from the PDB
analyze
allres
resatom 33
resatom 57
end
enzymix
relax
md_parm #how to change the default parameters
nsteps 100
temperature 200.0
stepsize 0.0002
constraint_1 30.
constraint_2 60.
langevin_r 18.

water_r 10.
2r 10.
end
end
end
analyze
makepdb #creating a .pdb file with relaxed structure
residue all
file_nm $OUT_DIR/bpti_relax.pdb
end
end
end

The beginning of the output le gives information about thestem. Among other
informationMOLARISprints the cutoff radii, the number of atoms, bonds, andtesjons
and improper torsions, as well as the number of residueslantt@eutral groups. This is
followed by the sequence of your system. After which thedfelhg information is printed:

Solvent generation: water
Solvent radius : 10.00

There are 10 solvent within a distance of 10.0 Angstroms
of the center: 146 21.1 4.1

Exclusion of protein groups

Center for water and region Il : 14.63 2111 4.14
Radius for region Il (dynamics & electro) : 16.00 18.00

total # of protein atoms : 895

# of atoms in region | : 0

# of atoms in region Il : 837

# of atoms in region Il (dynamics & electro) : 58 25

total # of electroneutral groups : 217

# of groups in region Il (dynamics & electro): 13 5

Langevin dipole generation

the born radius = 18.00
the water radius = 10.00
number of langevin points = 182

The GAP info will be written in:
/tmp/nili/output/gap.out

Nonbonded pairlist generation

Generated pro-pro nonbond pairlist - interactions: 97346
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Generated pro-wat nonbond pairlist - interactions: 6261
Generated wat-wat nonbond pairlist - interactions: 234
Step cpu time = 1.01 sec ( 0.0 min)

Step cpu time = 0.00 sec ( 0.0 min)

Created file (unit=20):

/tmp/nili/output/rest.scratch

Total charge for the regions I+ll (ac or evb included): 0.000

You should always control if these printed parameters, ¢cuff radii, the center of
the system, the total charge of the system are what you esghect

Energies for the system at step 0:
protein - ebond : 256.34 ethet : 436.22
ephi : 1023.98 eitor : 89.87
evdw : 3340.06 emumu : -809.34
ehb_pp : -109.76
water - ebond : 0.75 ethet : 0.00
evdw : -0.41 emumu : 8.43
ehb_ww : 0.00
pro-wat - evdw : -8.48 emumu : 9.37
ehb_pw : 0.00
long - elong : -3.84
ac - evd_pop 0.00 emumupop : 0.00
evd_pow 0.00 emumupow : 0.00
ehb_pop : 0.00
ehb_pow : 0.00
evb - ebond : 0.00 ethet : 0.00 ephi : 0.00
evdw : 0.00 emumu : 0.00 eoff : 0.00
egpshift : 0.00
induce - eind : 0.00 eindw : 0.00
const. - ewatc : 61.70 eproc : 0.00 edist : 0.00
langevin- elgvn : 0.00 evdw_lgv : 115.77 eborn : -3.10
system - epot : 4407.56 ekin : 0.00 etot : 4407.56

The meaning of the different terms is de ned in the glossaryhie output le and is
also given below:

Glossary for energy terms:

protein - ebond: energy of all bonds of the protein
- ethet: energy of all bond angles of the protein
- ephi : energy of all torsional angles ofthe protein
- eitor: energy of all improper torsional angles of protein
- evdw : van der Waals interaction between region2 atoms
- emumu: Coulombic interaction between region2 atoms
- ehb_pp: H-bond interaction between region2 atoms
water - ebond: energy of all bonds of the water molecules
- ethet: energy of all bond angles of the water molecules
- evdw : van der Waals interaction between water atoms
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- emumww: Coulombic interaction between water atoms

long - elong: energy of long range interaction beyond cutoff s in
system-+water
poly - evd_pop: van der Waals contribution for regionl-regi onl atoms and
regionl-region2 atoms interaction
- emumupop: Coulombic contribution between regionl-regio nl atoms and

regionl-region2 atoms interaction
- evd_pow: van der Waals contribution between
regionl-water atoms interaction
- emumupow: Coulombic interaction between regionl-water a toms
- ehb_pop: H-bond interaction between regionl-regionl ato ms and
regionl-region2 atoms
- ehb_pow: H-bond interactio betweenregionl-water atoms
quantum - ebond: energy of all bonds of the EVB atoms
- ethet: energy of all angles of the EVB atoms
- ephi : energy of all torsional angles of the EVB atoms
- evdw : van der Waals interaction between
EVB-EVB atoms and EVB-protein atoms
- emumu: Coulombic contribution for the EVB-EVB
and EVB-protein interaction
- eoff: off diagnal interaction for EVB-EVB atoms
induce - eind: induced energy of atoms in the system
- eindw: induced energy for water atoms in the system
const. - ewatc: constrain energy of water atoms
- eproc: constrain energy for protein atoms
- esetc: constrain energy for specified atoms
langevin- ewatc: energy of the langevin dipoles
- evdw_Igv: van der Waals interaction for langevin dipoles
system - epot: total potential energy of the system
- ekin: total kinetic energy of the system
- etot: total energy of the system

In this example the entries undaoly, quantum andinduce are all zero as we did nei-
ther de ne quantum nor POLY atoms nor use induced dipolesimess in the calculation.

After this energy breakdown for the entire system comes tbakalown for the POLY
atoms. As we did not de ne any POLY atoms here most of the nuséee zero and we

do not have to look at this part now.

After this we get information about the temperature. In thgibning of a MD simula-
tion the actual temperature can deviate from the targeevdbut after about 200 steps it
should be very close to the target temperature and shouldctoiate.

In dynamics: Istep= 31  Temp= 217.15 Target= 200.00
In dynamics: Istep= 32 Temp= 216.09 Target= 200.00
In dynamics: Istep= 33  Temp= 215.06 Target= 200.00
In dynamics: Istep= 34  Temp= 214.08 Target= 200.00
In dynamics: Istep= 35 Temp= 213.13 Target= 200.00
In dynamics: Istep= 36 Temp= 212.23 Target= 200.00
In dynamics: Istep= 37  Temp= 211.36 Target= 200.00
In dynamics: Istep= 38 Temp= 210.54 Target= 200.00
In dynamics: Istep= 39 Temp= 209.76 Target= 200.00
In dynamics: Istep= 40  Temp= 209.03 Target= 200.00

The program also prints the rms values for the geometricahgés during the MD
simulation.

rms of all protein heavy atoms atoms for (x_average-x0) = 0.0 3
rms of all protein heavy atoms atoms for (x_current-x0) = 0.0 5

This value should be small, for MD simulations at room terapgre this rms value is
normally around 1.0 0.5 A. At the end of the MD simulation an output of the average
energy over all steps is printed and one where the rst 350sséee interpreted as a relax-
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ation and are not used in the averaging procedNoge: In this example for the rms of all
region | atomsan is printed. This is due to the fact that no region | atoms wereed
and not an error.

Note: The amount of output generated duringENZYMIXrun is controlled by the
last ag in the le solvent.opt If you set this ag toO you get a short output whereas
generates the long output.

3.4.2 EVB calculations

In order to demonstrate the EVB method we will consider thexsp case of the catalytic
reaction of subtilisin. We describe below the steps invdlvethe calculations.

Preparing the EVB run

Before we start the actual calculation we have to spend sboughts upon the mechanism
of the enzymatic reaction we wish to analyze and the seledidhe EVB atoms. The
enzyme subtilisin catalyzes the cleavage of peptide bamdiee residues directly involved
in this reaction are SER 221, HIS 64, ASP 32 and TYR 276. Wemwdtel the reaction
by a two step mechanism. The rst step is a proton transfe)) (Roim SER 221 to HIS
64 which is followed by the nucleophilic attack (NA) of theptetonated SER 221 on the
carbonylic carbon of TYR 276.

As pointed out in section 2.1.7 all those atoms that undergiaage in their bonding
pattern or their charge distribution have to be treated aB B{dms. With this in mind we
end up with the three resonance forms shown in Figure 3.1.

Our rsttask is to de ne the EVB atoms in the overall list ofglatoms of the simulated
system. Since the study of enzyme catalysis involves cosgaof the reaction in enzyme
and in solution we will have to study the reaction in both eyst. In the case of the
enzyme we start by running an analysis of the enzyme regiofihk. subtilisin demo is
provided in the directorgz_EVB

pdb/sub.pdb
# check the numbering of the evb atoms
analyze
resatom 32
resatom 64
resatom 221
resatom 276
resatom 277
end

The output of this run allows us to nd the numbers of the ral@protein atoms and to
assign to them the corresponding EVB atom types (Fig. 3.4 résult of this assigment
is summarized in Table 3.12 and the users are advised toraohatsimilar table for their
speci ¢ protein. At this point it is useful to consider thersespondance between Table
3.12 and Fig .3.1.
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Figure 3.1: The three EVB resonance forms for modeling tteymatic reaction of subtilisin. EVB atoms
are numbered in bold face type (for the reaction in the enzymsimilar assignment of EVB atoms for the
reaction in solution is required). The ASP 32 shown on thhtrig not part of the EVB resonance forms,
while N and NH of the neighboring C-terminal GLY 277 have been inetlids EVB atoms due to an
increased stability encountered during the simulation.

The rst resonance form corresponds to the reactants, tbenseto the product of the
PT step and the third shows the resulting structure afteNthatep. The EVB region is
comprised of the OH group of SER 221, the imidazole ring of BdSthe carbonyl group
of TYR276 and the N and HN of the C-terminal GLY 27MNote: When de ning the EVB
atoms you should always include all atoms forming an eleetntral group. Taking only
part of the atoms of an electroneutral group can lead to géraesults, when calculating
the overall charge of the complete system.

For the EVB run you need, of course, the proper EVB parametometime the pa-
rameters may already be included in the default evb.lib. thelocases you will have to
re ne the proper parameters, see section 3.4.8. At anyiratee present demo we provide
you with the proper evb.lib. Also note that for the proteim mue have to de ne the ion-
ization state of certain amino acid residues. Remembethbatlectrostatics aucial in
determining the reaction pro le and if they are treated pibpthen the program wilfail
to yield any valuable information. For subtilisin it is knavihat ASP 32 is in its ionized
form, which must be re ected in the simulation. For other systems you have adema
case by case decision, but sometimes there are experimesiiits which give you a hint
about the ionization state.

After verifying that we assigned correctly the EVB atoms e mput the information
for the EVB run. First, we start with a short relaxation ruretesure that the simulation
starts from equilibrated con guration:

‘ # A long relaxation run using EVB force field
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pdb/sub.pdb

enzymix
pre_enz
ionres 32 # ionize the ASP32 residue

end
# define atoms of the EVB region and
# bonding pattern of the three
# resonance forms

evb

evb_state 3 1.0 0.0 0.0 1

evb_atm 889 0.0350 C+ 0.1640 C+ 0.1640 C+
evb_atm 890  0.0150 N+ -0.1610 N+ -0.1610 N+
evb_atm 891 0.1870 HO 0.1870 HO 0.1870 HO
evb_atm 892 0.1100 C+ 0.5450 C+ 0.5450 C+
evb_atm 893 0.0750 HO 0.0750 HO 0.0750 HO
evb_atm 894 -0.5200 N+ -0.1610 N+ -0.1610 N+
evb_atm 895 0.0280 C+ 0.0960 C+ 0.0960 C+
evb_atm 896 0.0700 HO 0.0680 HO 0.0680 HO
evb_atm 3026 -0.4270 OO0 -1.0000 O- -0.2000 OO0
evb_atm 3027 0.4270 HO 0.1870 HO 0.1870 HO
evb atm 3854 0.3920 C+ 0.3920 C+ 0.2000 CO
evb_atm 3855 -0.3920 OO0 -0.3920 OO0 -1.0000 O-
evb_atm 3837 -0.0970 CO -0.0970 CO -0.0970 (610]
evb_atm 3838 0.0970 HO 0.0970 HO 0.0970 HO
evb_atm 3856 -0.4000 N+ -0.4000 N+ -0.4000 N+
evb_atm 3857 04000 HO 0.4000 HO 0.4000 HO

evb_bnd 0 889 895
evb_bnd 0 889 890
evb_bnd 0 890 891
evb_bnd 0 890 892
evb_bnd 0 892 893
evb_bnd 0 892 894
evb_bnd 0 894 895
evb_bnd 0 895 896
evb_bnd 1 3026 3027
evb_bnd 2 894 3027
evb_bnd 3 894 3027
evb_bnd 3 3026 3854
evb_bnd 0 3854 3855
evb_bnd 0 3838 3837
evb_bnd 0 3837 3854
evb_bnd 0 3854 3856
evb_bnd 0 3856 3857

gas_dg 1 0.0
gas_dg 2 115.0
gas_dg 3 50.0
evb_parm
ifglag_r4 0
end
rest_out evb_sub-rx.res # store the relaxed structure
# into a restart file
md_parm
temperature 300
ss 0.0001 # using a small time-step
nsteps 30000
region2a_r 16
water_r 16
langevin_r 18
constraint_pair 894 3026 3.0 3.0
constraint_pair 3026 3854 3.0 3.0
constraint_post 3026 3.0 3.0 3.0 21.4 27.0 20.6
end
end
end

After the relaxation we are ready to prepare the input letloe actual simulation of
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Table 3.12: EVB atom Numbers, Types and Charges for the @mt&eaction of Subtilisin in Protein and
Water

Resonance Form | Resonance Form Il Resonance Form Il
Water # Protein# Atomtype Charge Atomtype Charge Atom typehar@e

8 889 C+ +0.035 C+ +0.164 C+ +0.164

9 890 N+ +0.015 N+ -0.161 N+ -0.161
10 891 HO +0.187 HO +0.187 HO +0.18[7
11 892 C+ +0.110 C+ +0.545 C+ +0.54b
12 893 HO +0.075 HO +0.075 HO +0.076
13 894 N+ -0.520 N+ -0.161 N+ -0.161
14 895 C+ +0.028 C+ +0.096 C+ +0.096
15 896 HO +0.070 HO +0.068 HO +0.068
25 3026 00 -0.427 O- -1.000 00 -0.20p
26 3027 HO +0.427 HO +0.187 HO +0.18[7
31 3837 (e0] -0.097 (e0] -0.097 Co -0.0917
32 3838 HO 0.097 HO 0.097 HO 0.097%
48 3854 C+ +0.392 C+ +0.392 (e0] +0.200
49 3855 00 -0.392 00 -0.392 O- -1.00p
50 3856 N+ -0.400 N+ -0.400 N+ -0.40
51 3857 HO 0.400 HO 0.400 HO 0.40(

the PT step in the protein. The input le is very similar to timput le of the relaxation
run with a few changes: (i) we need to read in previously stoetaxed structure, (ii) give
number of mapping steps in the free energy perturbation YpE#edure (here we chose
11 steps goin from step 1 to step 2), and (iii) set the temperdb room temperature and
increase the time step.

evb> rest_in $OUT_DIR/evb_sub-rx.res
evb> map_pf 11 1 2

md_parm> nsteps 20000

md_parm> ss 0.001

As is clear from section 2.1.8 we should also de ne the o#fgidinal matrix elements.
Different options are available for the analytical formttf . Here we are not using it.

If you do not know what value to take, you can set Hhg to zero, which is perfectly
legal as long as you only discuss the differences in the fneegges and no absolute values.
As a rough guess you can also w$g of similar examples from literature. Rigorously, the
value of the parameters fét; should be re ned either by tting the gas phase potential
surface to ab initio quantum mechanical calculations ortting the barrier of the reaction
in solution to its observed values.

Complete input lesevb_subwat_12.inp  andevb_sub_12.inp  for simulation
of the PT step of the subtilisin reaction both in water andyamg, respectively, can be
found inez_EVBdirectory.

3.4.3 Simulating the PT reaction of Subtilisin

After nishing the preparation step we submit the simulatiauns for the reactions in
the enzyme and in water. This can be done by running the cowhmgin demo in the
subtilisin demo directorgz_EVB. When the runs are nished we can examine the output

les. A typical output includes a list of the EVB parametefr example the nonbonded
parameters:

| Nonbonded Parameters for evb-evb |
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The most important results are those given in the breakddwhred=VB energies:

EVB Electrostatic Energies Breakdown

State Total Coulombic/pro Coulombic/wat Indu/evb Indu/pr o Indu/wat Intra
1(1.00) -84.89 -48.67 0.77 0.00 0.00 0.00 -36.99
2(0.00) -208.21 -74.13 1.97 0.00 0.00 0.00 -136.05
3(0.00) -226.57 -98.06 1.76 0.00 0.00 0.00 -130.27

EVB Total Energies -- Hamiltonian Breakdown

State Total Egas Bond Angle Torsion Egmu Eind Vdw Bulk
1(1.00) -24.1 0.0 40.0 20.4 23.7 -84.9 0.0 344 -57.8
2(0.00) 192.6 115.0 1171 54.4 55.5 -208.2 0.0 117.9 -59.1
3(0.00) 1955 50.0 167.8 91.5 758  -226.6 0.0 944  -574
VDW Energy Breakdown

State Total Enviroment ( protein, water ) Intra

1 34.4 16.3 ( 19.1 -2.8) 18.1

2 117.9 20.6 ( 23.4 -2.8 ) 97.3

3 94.4 20.8 ( 23.6 -2.8) 73.6
BULK Energy Breakdown

State Total langevin born

1 -57.8 0.0 -57.8

2 -59.1 0.0 -59.1

3 -57.4 0.0 -57.4

EVB energy matrix

1 2 3
1 -24.13
2 0.00 192.59
3 0.00 0.00 195.53

Hamiltonian Eigenvectors and Eigenvalues
1 2 3

-24.13 192.59 195.53

1 0.00 1.00 0.00
2 1.00 0.00 0.00
3 0.00 0.00 1.00

3.4.4 Interpreting the Results of an Enzymix Run

EachENZYMIXrun generates a set of so called energy gap les, one for eacthue. At
every tenth step during the MD simulation all relevant infiation about the energy of
your system is written to these les. In the following mapgiprocedure this information

is read from these les and processed by the mapping progme. mapping command
le evb_subwat-map.inp  for our example of the water reaction of the proton transfer
step in subtilisin is given in the demo directagg_EVB. The input looks like:
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mapping

type evb # The type of the calculation (EVB in our case).
# The energies are taken from gap files
# map_evb.gapX

fileroot out/evb_subwat/map_evb.gap 11
# Generate file with XY data for plotting
# the results.

filegroot out/evb_subwat-map

temperature 300.

tolerance 3 # Minimal number of points for a mapping bin to
# be considered.

points_throw 10 # Throw away first n points of each frame

# A gap dependent Hij matrix element
hij 12 455 25

gas_dg 2 130.0 . # Gas phase shift

map_pf 11 1 2 # Do mapping from state 1 to state 2
end

In order to understand the mapping procedure run the dengygoroun_demo . You
can nd this in the directory ez_EVB. The screen output wilbk as follows. At the
beginning you get information aboutG vs. the mapping parameter

delta G (lambda -> lambda’)
(lambda->lambda’): ~ .00->.10 .10->.20 .20->.30 .30->.40 . 40->.50 .50->.60
Num. of points: 391 391 391 391 391 391
Forw Free Energy: 28.37 11.84 9.06 4.43 0.44 -1.81
Reve Free Energy: -24.76 -12.22 -9.83 -5.07 -0.16 1.80
Average free energy
of forw & backw: 26.57 12.03 9.45 4.75 0.30 -1.80
(lambda->lambda’): .60->0.70 .70->0.80 .80->0.90 .90->1 .00
Num. of points: 391 391 391 391
Forw Free Energy: -3.52 -5.47 -6.69 -8.93
Reve Free Energy: 3.71 5.65 7.36 12.34
Average free energy
of forw & backw: -3.62 -5.56 -7.03 -10.64
Average mapping : 24.45
Variant for forward
and backward mapping : 6.56
Notice here, using the hij effects the calculated Eg (24.45) , Which
deviates from the right value 11.5 from Plot of Eg vs. Egap. Se e the
figure of 'Free Energy Profile for Proton Transfer Step in Wa ter'
on next page

An important number is the variant for the forward and baakivaapping. The smaller
the number the more stable is the simulation. Numbers hitjfaer 10 show instabilies
in the calculation and you should check your initial corah and the behavior of the
structure during the simulation. Usually the simulatiamghie protein give a lower variant
than those in water.

This information is followed by an energy breakdown and gogra representation
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of the G vs. curve. Normally the contributions from bond, angle anditorgerms
are small and the dominating contribution is the electtastnergy, as is the case in this
example. The output also provides the result from the limeaponse approximation,
but for EVB calculations the LRA result should be ignored. tAé end you nd the
most important output. The ground state free energy vetsigmergy gap and the free
energy surfaces for the two EVB resonance forms. From thargtstate free energy
surface we get an activation free energy of 14.3 kcal/mol améaction free energy of
11.5 kcal/mol. The raw data used for these two plots can asoind in the output le
demo_output/evb_subwat_12/evb_subwat-map.log

Plot of delta G vs. lambda
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Examine how the plot of the energy pro leqEs. Egap'(; "1), changes upon chang-
ing . Youwill ndthat the free energy of the reactionG; (the difference between the
last and rst point of the pro le) depends almost linearly on . This suggests a simple
way of determining . That is, is a constant which will have the same effect if it
is used INENZYMIXthrough Eq. (2.26) or in the mapping program. Thus, we mag tak
the raw data of alENZYMIXrun for the given reference reaction in water and plot them
with a rst guess of . Next we change until thecalculated Gj reproduces the
correspondingbserved G; . This will then be kept unchanged in the study of the
same reaction in the enzyme active site.

There is actually a more stringent way to determine the vafukis parameter, which
should be used to check your result for see refs [1, 107]). The gas phase shift is given
by the following thermodynamic cycle.
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Free Energy Profile for Proton Transfer Step in Water

Plot of Eg vs. Egap
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Figure 3.2: Thermodynamic cycle to determine the gas pha#te s



3.4. USINGENZYMIX 83

Here FP° and P° denote the reactant and product state with the relevannizats at
in nite distance. Thus,

GsoI(R) + G?)?n GsoI(F)) (3-1)
G&

rxn

1
()
wn
o

+

with G, being the experimental value of the reaction free energye Sdivation free
energies Gy (R) and Gg (P) are either experimentally known or you can calculateithe
with POLARIS or ENZYMIX In this way you can check your against the theoretical
value. This is something you should always do before s@aitingENZYMIXcalculations.

If you nd a huge difference between these two numbers yowkhecarefully check your
simulation setup. You might, however, observe small differes between the theoretical
and actually used . This can have two reasons:

(i) Because your reactants and/or product fragments aratratnite distance, they are
still interacting and you add an extra energy term.

(if) Because your off-diagonal elemenj i$ not zero at the reactant and product state. You
can estimate this effect using the expansion:

3
H 2 H 4
T 12II + 12

J 1

(3.2)

Eg=min("y ") -
2l )1

2]

Note: This expansion can only be appliedHf,5"1  ",j < 1.

Calculate the value dEy by inserting the average simulation valuettf and"; ", at
the product state and do the same for the reactants. Theatiffe between the reactant and
product energy gives you the correction for your.

The results of the EVB calculations depend on the off-diayy@ement of Equation
(2.28). Sometimes your initial estimate ldf; might be inadequate and you may use the
mapping procedure to obtain a better estimate. That is, yay man rst the mapping
program with the initial estimate ¢i;; . Now compare the barrier of the calculated pro le
of the reference reaction in water to the correspondingrebdebarrier. If the barrier is
too high use the factor in line 18 and incre&sg until you reproduce thebservedbarrier
for the reference reaction. Thid; will be used without change in studying the given
enzymatic reaction. The next chapter demonstrates howrte tke EVB parameters.

To simulate the catalytic effect of subtilisin in the protwansfer step you also have
to calculate the reaction in the protein. The nal mappingulefor the protein reaction is
shown in gure 3.3.

The activation free energy for the PT in the protein is arolBd8 kcal/mol and the
reaction free energy around 13.8 kcal/mol. Comparing thesebers with those from the
water reaction ( g*=14.3 kcal/mol and G=11.5 kcal/mol) we get no catalytic effect from
the enzyme. But this result is actually not so bad, as the mzajotribution to catalysis
should come from the second step, the, $&action.
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Free Energy Profile for Proton Transfer Step in Protein
Plot of Eg vs. Egap
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Figure 3.3: The nal mapping obtained for the raction in thietgin.

3.4.5 Simulating the SN2 reaction of Subtilisin

In the SN2 reaction of subtilisin the negatively chargedgety attacks the carbonylic car-
bon of TYR 276 and forms a tetrahedral intermediate. The edatnal procedure is
analogous to the treatment of PT step. We start by relaxatitow temperature, then run
actual simulation of the reaction at room temperature aad thn mapping to obtain free
energy pro le. All input les needed to run SN2 reaction cae tound inez_ EVBdemo
directory. Calculated free energy pro les are shown in gs13.4 and 3.5. By comparison
of activation barriers of the PT and the Shactions in water solution and in the protein
we conclude that overall catalytic effect of subtilisin soat 8 kcal/mol.
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Free Energy Profile for Nucleophilic Attack in Water
Plot of Eg vs. Egap
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Figure 3.4: Free energy pro le for the reaction in solution.

Free Energy Profile for Nucleophilic Attack in Protein

Plot of Eg vs. Egap
12,5

10+ -~

7.5+ / \

Eg
&l
T

2.5¢

2. ! ! !
200 -100 0 100 200 300
Egap

Figure 3.5: Free energy pro le for the reaction in the enzyme
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3.4.6 Ground state EVB calculations

When running ground state calculations the bond ordersvalaaed at each point during
the simulation, by diagonalizing the Hamiltonian in Eq. &.2Thus we have a way of
running direct dynamics on the actual ground state potegriiergy surface of the system
instaed of on the mapping potential, as we do in regular E¥B/ES calculations. In most
of the cases of interest, barriers for reaction are too hadietsurmounted by regular MD
calculations on the ground state potential energy surflleis.is the reason why it is more
common to use EVB/FEP/US for perfoming reactivity studiesmzymes and in solution.
However, in some cases it can be of interest to run trajexgarn the actual ground state
surface in order to evaluate several properties, suchrtrigsgn factors in transition state
theory or the study of the uctuations of the environment ireactive system.

The way of running ground state calculations is similar ®égular EVB/FEP/US in
the way the EVB region is determined.

3.4.7 Adiabatic charging (AC) and other FEP calculations

The FEP calculations of section 2.1.2 are convinient to bg@émented inENZYMIX In
particul ar the program emphasizes calculations of elstitizfree energy that are refered
to as adiabatic charging (AC) calculations [7]. Simple egof such calculations can be
obtained by charging a Cl ion. This is done in the demo dimyctz_AC. The program
consider auto matically the charging of the atoms in regi@amd change their charges from
the initial to nal charge states. The input looks like:

../pdb/cl.pdb
enzymix # enter the package enzymix
ac # perfom an adiabatic charging calculation, in order
# to evaluate solvation free energy of CI.
rest_in cl.res # read a restart file which contains a
# relaxed system of CI- in water
regl_atm 1 to 1 # choose CI as region | atom, whose AC
# is going to be calculated.
ab crg 1 -1.0 0.0 # assign the cherges of the atom 1 to change fr om
# -1 to zero (in states A and B respectivly.
map_lambda 1.0 # The AC mapping parameter, states that we sta rt
# from 100
map_pf 11 1 2 # the number of frames to map the free energy for

# the process of changing the system from state
# 1 to state 2
md_parm # specifying a few parameters for the MD (the
# rest will be the default ones.
temperature 300 # temperature is 300K

nsteps 100 # number of steps 100
stepsize 0.001  # step size is 0.001 ps
end
end
end

The output looks like:

| put output from AW choice after running

After this we need to run the mapping program.
The program can be used in more chalenging calculations asithe free energy of
charges in prote ins. Excellent examples are microscojpiciledions ofpK s in proteins
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[7], which use the thermodynamic cycle described in secBéghS and the AC process
depicted in Fig. 2.1. A typical example is given in the denreclioryez_AC.

3.4.8 Re nement of the EVB parameters

Re ning EVB parameters in the gas phase usindMOLARIS

First you need to have the gas phase experiments or gas phasii@scans at xed
distances to obtain the desireq HAs an example we consider here the reaction of the
proton transfer from kO* to H,O. For this reaction type we need to calculate the gas
phase ab initio scans between two oxygens, which are helkatdistances (e.g. 2.8, 3.0,
3.2 A and so on). A sample input le is provided below:

h3o0_h2o.pdb  #PDB file with H30+ to H2O (note: the angles betw een O-H-O
#equals 180 degree so that the proton slowly moves
#on a straight one dimensional line

enzymix  #enter the enzymix level

evb #enter the evb level

evb_state 2 1.0 0.0  #describing the evb states

evb_atm 1 -0.65 O+ -0.80 OO0  #describing the avb atom types
evb_atm 2 0.55 H+ 0.40 HO

evb_atm 3 0.55 H+ 0.40 HO

evb_atm 4 0.55 H+ 0.55 H+

evb_atm 5 -0.80 OO0 -0.65 O+

evb_atm 6 0.40 HO 0.55 H+

evb_atm 7 0.40 HO 0.55 H+

evb_bnd 0 1 2  #describing the evb bonds
evb_bnd 0 1 3

evb_bnd 1 1 4

evb_bnd 0 5 6

evb_bnd 0 5 7

evb_bnd 2 5 4

bond_rigid_map 1 4 5 1 2 0.0 0.0 0.0 #bond rigid map (see below)

md_parm  #by default these calculations run in the gas phase
nsteps 0
end  #exit md_parm level

end #exit evb level
end  #exit enzymix level
end #exit MOLARIS

The bond_rigid_map keyword used above can be utilized ilmvamways:

BOND_RIGID_MAP (inside the level enzymix/.../evb)

USAGE: bond_rigid_map257120.010.02.00R
bond_rigid map257120.010.02.0xyz.pdb 15 OR
bond_rigid map257120.010.030.02.0
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specifying the 3 atoms, 2 evb states, gas phase energy ahdts] for rigid bond
energy mapping for reactions like: N- - -H- - -O, were H is digi moved from bond N- -
-H to H- - -O while the positions of all other EVB atoms, exceéptare xed (e.g., for the
bond formed by evb atoms 2 and 5 in evb state 1 to the bond fobyedb atoms 5 and 7 in
evb state 2; the gas phase shift for state 1 is 0.0, for stat@@0 and the coupling constant
Hj between state 1 and 2is 2.0). The R(NH) vs. E_statel, E2sdattEground_state are
written to the le: evb_rigid_map.dat. In the second exaenble user speci es a PDB le
root name and how many le there are, the positions of all éelbns at each mapping point
are read from each PDB le. The le name should be the root Enme appended with a
2-digit number (e.g., the PDB les are xyz.pdb02, ..., xyibp15) in the 2nd example, it
may not be RIGID mapping, since the positions of all evb atorag have changed at each
mapping point in the PDB les. In the third example, the lagtd&tameters are A and mu
for H; by the formula:

Hij = A exp( mu r)

where A =30.0 and mu = 2.0.

The output folder contains the evb_rigid_map.dat le witdtaland the EVB parameters
used in the current EVB run. You may plot the above data to geajpping-curve (Kr)).
For example:

R(O+- i H+) Eevbl;total Eevbz;total Eevb;ground
0.60 529.52 | 847.88 529.52
0.62 495.21 | 821.28 495.21
0.64 464.34 | 796.31 464.34
0.66 436.63 | 772.88 436.63
0.68 411.81 | 750.89 411.81
0.70 389.63 | 730.26 389.63
0.72 369.86 | 710.92 369.86
0.74 352.29 | 692.81 352.29
0.76 336.74 | 675.85 336.74
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The EVB parameters are from your evb.lib, but you may chahgeyas phase energy
shifts, H; and charges and rerun to produce a desired mapping-cur/n texample of
E1l, E2 and Eground are shown in gure 3.6. Here, for bonddrigiap, we use:

Distance for O+ ... O+ ( xed.pdb) 3.0

The evb atom types in evb statel O+—H+---00
The evb atom types in evb state2 00- - -H+—0O+
The equilibrium bond length 1.101.10
Morse bond parameter D 97.2197.21

VDW A, Beta dor atoml evb statel 35.002.50
VDW A, Beta for atom2 evb statel 50.00 2.50
VDW A, Beta for atom3 evb statel 53.00 2.50

VDW A, Beta for atom1 evb state2 53.00 2.50
VDW A, Beta for atom?2 evb state2 50.00 2.50
VDW A, Beta for atom3 evb state2 35.00 2.50

Gas phase energy shifts for states 0.000.00
Coupling constant |1 0.00

Charges for 3 atoms in evb statel -0.65 0.55 -0.80
Charges for 3 atoms in evb state2 -0.80 0.55 -0.65

Total net charge of all evb statel 1.00
Total net charge of all evb state2 1.00

Re ning EVB parameters in the gas phase using Mathematica

The description of this program can be found below (scripittem for Math-
ematica) and online at the webpage http://futura.uscpedgrams/ (le: Ren-
ing_EVB_parameters.nb).

The Mathematica program is written for the proton transgarction O'-H + O"l O' +
H-O". The variables r1 and r2 in the program de ne the diséanbetween the O'-H in
the bonded state and the O' to O" distance respectively. Thes®&lpotential function is
de ned by

Morse(r ) =60:0 (1:0 exp( 1:75 (r 1:1)))2

The charges for the reaction and all EVB parameters shoufalkde® from the EVB library.
Here we use arti cial charges just for demonstration pugsos.e 0.40 and -0.80 for hy-
drogen (gH) and oxygen charges (qO) respectively. The gasepbhifts Egasl and Egas2
should be tted to the experimental data. For this symmaeataction Egasl and Egas2
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Figure 3.6: Sample plot of the one dimensional ground staéegy Eg and diabatic states E1 and E2 as a
function of the O+ — H+ distance with xed O+ — OO0 distance 4 8. For this symmetrical reaction the gas
phase shift equals zero. Further modi cation of the EVB pagters will bring the diabatic energies to the
same level.

equal zero. The diabatic energies E1 and E2 are

E1(rl;r2)=Morse(rl)+0:1 exp( 30 (r2 26))
+150:0 exp( 1.5 (r2 rl))
+332 gqH qO=r1+332 qO gO=r2+ Egasl

E2(rl ;r2)=Morse(r2 rl)+0:1 exp( 30 (r2 26))
+150:0 exp( 1.5 rl)
+332 gH qO«r2 r1)+332 qO qO=r2+ Egas2
where the rst term is the Morse potential function, the satoerm is the repulsion
energy between two oxygens; the third term is the repulsiengy between the oxygen and
the hydrogen atoms when they are not bonded; the fourth @ahdefm are the electrostatic
interactions between atoms; the last term is the gas phé#te sh

The gap-dependent;Hwith parameters (which should be changed for speci ¢ runs)
are:

cl =50; c2=50; b=0.1; a =12
H(egap)=a (1:0=(1:0+exp( b (egap cl)))

+1:0=1:0+exp( b (egap cl)) 1)
Hgap2(rl ;r2 )= H(E2(r1;r2) E1(r1;r2))? (3.3)
The ground state energy:
Eg(rl;r2)=0:5 (E1(rL;r2)+ E2(r1;r2)
(E1(r1;r2) E2(r1;r2))2+4:0 1000)
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The plot of the one dimensional ground state energy Eg arishtiastates E1 and E2
as a function of the O-H distance (r1) with xed O-O distanc2)(at 3.0 A is shown in
gure 3.7. The two dimensional plot of the ground state egpdeg as a function of the

Figure 3.7: Plot[E1(r1,3.0),E2(r1,3.0),Eg(r1,3.0)1,[0.0, 3.0], Plot range [-50:50].

distances rl and r2 is shown in gure 3.8; For a symmetricesentation we rede ne the

Figure 3.8: Contourplot[Eg(r1,r2),(r2,3.0,6.0),(rB@.0), Contour labels True, Contour$ 20, Axisstyle
I Directive (blue,16)]

rl and r2 distances: rl is the distance between the O'-H ansl tf2e distance between
H-O". Here we rede ne the diabatic energies E11 and E22, thdiagonal element I
and the ground state energy Eg:

E11(0r1;r2)=EL1(rLr1+r2);E22(r1;r2)= E2(rLrl+r2)
Hgap2(rl ;r2 )= H(E22(1;r2) E11(1r2))?
Eg(rl;r2)=0:5 (E11(1r2)+ E22(1;r2)
(E11(rL;r2) E22(r1;r2))2+4:0 Hgap2(rl;r2))
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The two dimensional plot of the ground state energy Eg as eifumof the new rl and r2
distances is shown in gure 3.9:

Figure 3.9: Contourplot[Eg(r1,r2),(r2,0.8,4.0),(rB@.0), Contour labels True, Contour$ 20, Axisstyle
I Directive (blue,16)]
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3.4.9 QM/MM calculations

Molaris 9.11 QM/MM 2.1.10 utilities have been redesigned apgraded for free energy
calculations and related tasks in the condensed phasee QR¢MM calculations, es-
pecially those involving the ab initio QM, are computatitp@xpensive all development
is made to facilitate one of methods for improving the sangpkf ciency. Molaris9.11
main develpment has been focused on utilizing the idea ofdafezence potential, which
is also called the Paradynamics approach. In this view alll@Mi calculations are run
on AC/MM (AC level) or EVB/MM (EVB level) by substituting th€M part by the de-
sired QM potential. On both AC or EVB(and related) level yoa sequired to specify
the region_1 atoms or EVB atoms. Those will be your QM regilonthis division make

sure not to divide the electroneutral groups, include théheeto QM or MM region.

mopacRS.pdb keepallh
ez
adiab_tem
evb_state 2 1.0 0.0
rest_out relax_pma3.res
read_evb evb_ref updated.dat
evb_parm
itflag_r4 0
d
#debug_gm #to see more of QM print out
md_parm
nbupdate 2
log_write_fg 5000
#QM/MM can also be run in vacuum or for COSMO (requires to modi fy gm_script_qgchem4.py)
# gp 1
constraint.ang 1 2 6 15.0 180.
nsteps 20000

#it's always good to check numerical and analytical derivat ives for consistency
# check_all_f
temp 273
ss 0.0003
# no_bulk #E_bulk doesn't have contributions to dE/dX
gmmm #activates QM/MM
#to sample on the QM/MM potential QM program must be called ea ch step
#you can call each n-th step ONLY at evb(adiab_tem) levels wi th evb_trajec on

gmmm_interval 1 #+#
script tmp/FEP_PDMTD/1/gm.csh #script name

gmmm_in /tmp/FEP_PDMTD/1/QProg2/mol.in #input for gm_sc ript_gchem4.py
gmmm_out /tmp/FEP_PDMTD/1/QProg2/d.o #output read by MOL ARIS
#This keyword is for MOLARIS/QChem3.2(4) interface It uses electric field on MM atoms
#See QChem manual for their flexible QM/MM interface made fo r CHARMM
#it's compatible with MOLARIS9.11 (Advanced, Optional)
# use_gm_efield

#This keyword is required

gmmm_noaver
#Use this keyword for the link atom charge redistribution, n ote that it makes num and
#analyt derivatives on the host atoms slightly off

red_lk_crg
#You can run evb(adiab_tem) trajectory and calculate energ y for each configuration
#with the frequency specified by gmmm_interval
# evb_trajec
#This keyword is for semiempirical QCFFPI and MOPAC2009 int erfaces
# cl_elec

end

Currently QM/MM operates with the following external praegns as of JAN'12: Gaus-
sian03, QChem 3.2(4.0), QCFFPI, MOLARIS, MOPAC2009. Therilace is quite exi-
ble. MOLARIS creates mol.in le which has the following foati
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#EXPL 1st MD STEP; the last number is a flag for force(1) or SPE (0))
#EXPL all between are dummy arguments not used now
0 0.0 0.0 0.0 0.0 0.00.01
7 2 # of gmmm atoms, # of link atoms in Region |
#EXPL symbol, X, y, z, ESP from MM atoms, PDB ID
C 30.348068067 101.592533188  28.954607430 0.038330847 19 83
e} 29.601887973 101.091125907  29.836047897  -0.632205603 1 984
e} 30.314963170 102.802572287  28.539825074  -0.441892327 1 985
CL  26.745785125 104.754980493  31.150190291  -0.251499589 1
C 28.193698490 105.018338574  30.195146924  -0.237673072 2
H 28.096967626 105.939476599  29.780534339 0.024951212 5
H 28.291690716 104.206281765  29.594820142 0.499988532 6
#EXPL LINK ATOMS; last 2 numbers MM and QM hosts PDB IDs
H 29.022225904 105.051691172  30.754101242 0.000000000 3 2
H 30.945017493 100.869957351  28.605987948 0.000000000 19 80 1983
0 0 # of total frozen protein atoms, # of groups in Region I’
0 # of frozen water atoms in Region I’
3300 # of non-frozen protein atoms in Region Il
C 29.451566658 105.068974401  31.043749918 0.000000000 3 0 .000
CL  30.640266492 105.479122441  29.917909627 0.000000000 4
H 29.641585569 104.145970341  31.378741411 0.000000000 7
H 29.361895490 105.823822127  31.693667691 0.000000000 8
H 43.334997270  89.197384682  22.564921130 0.097000000 472 9
1167 # of non-frozen water atoms in the system
e} 28.799816342 103.628675394 7.926706421  -0.820000000
H 29.000903054 104.329375935 8.607077593 0.410000000
H 28.424364312 102.822045335 8.379930884 0.410000000
H 27.619103607 108.591851105  51.533828996 0.410000000
200 # of vdw types, vdw parameter A,B
0.000000000 0.000000000

calls the script speci ed by the script keyword

Another practical thing about QM/MM is to have consisten\Wgarameters for the
solute solvent interactions. These interactions are leaigy MOLARIS. When the atom
type is changing the default EVB parameters can be diffdenét's say the leaving (XD)
and attacking (CL) chlorides in the SN2 reaction between M@@ ClI-. In this sense EVB
is more advanced in describing the changing VdW paramefeselote interaction with
solvent. QM/MM doesn't have the diabatic states, therefane need to manually set the
VdW solute-solvent parameters equal for XD and CL in thiscas

atm_type vdw A  vdw B <- for evb-solvent (DEFAULT)
L- 1800.0 25
LO 774.0 24.0
CHANGE to:
29 CL 2000.0 25
30 XD 2000.0 25
1 HO 7.0 0.0
5 Cco 632.0 24.0
take from your $PARM_LIB since these parameters were optimi zed for solvation
CL 02000.000 002.501 035.450
C4 00632.000 024.000 012.000
H1 00007.000 000.000 002.000

The QM/MM approach of section divides the molecular systeto two regions. Re-
gion | (usually the active site of enzyme where particulact®n takes place) is treated by
high level ab initio QM method, region Il (the whole systenmuoms region |) is treated by
classical MD approach. In Molaris this type of calculatisnmplemented by calling an
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external QM program (e.g. Gaussian) that provides quantechanical energies, charges
and forces. The charges and forces are then used to updsgiealdorce eld. Let us have
a look at some practical aspects of QMMM run.

Request for QMMM calculation is speci ed in the input le bygtnmm" keyword in
md_parm level. Currently, this feature is supported onlyAQ type calculations. The
snippet of input le below shows the most important QMMM rigld keywords.

md_parm
gmmm
gmmm_in filename
gmmm_out filename
script  filename
cl_elec
end
end

Before calling the external QM program, Molaris writes ouleawith data describing
actual con guration of the system at given step. The namehi e is given by the
parameter of "gmmm_in" keyword. A c-shell script parsesdhenm_in le and then
runs an external QM software (e.g. Gaussian). The paramétire keyword "script”
is used as the name of the c-shell script called by Molariss $tript has to be written
by user since it needs to be tailored for each speci c QM saffeathat the user is using.
After external QM calculation is nished Molaris reads résurom the le speci ed by
"gmmm_out" keyword and performs another MD step with updiéece eld. It is again
user's responsibility that the script parses the outputxtérmal QM program and creates
the gmmm_out le.

The gmmm_in and gmmm_out les have to conform to a strict fatnThe gmmm_in
le that is created by Molaris before calling external QM gram contains following in-
formation:

step_number total_energy something?
n_atoms_of_region_|
atom_name x y z charge something?

n_atoms_of_region_lII
X y z charge

n_atoms_of_water_region
X y z charge

The environment of the region | is represented by point agrg external quantum
mechanical calculation. This is why region Il and water oegsections contains only
coordinates and charges and not atom names. The energsgseared in kcal/mol, coor-
dinates in A.
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The gmmm_out le created by the c-shell script has followfagnat:

gm_energy_of region_|
force_x force_y force_z

gm_charge

The energy of region | is total energy [kcal/mol] that inadsdalso interaction with
environment. Forces are speci ed in kcal/mol/A. Each lindarce and charges sections
corresponds to the atom of region | in the same order like imgmin le.

3.4.10 All-atom LRA results

In addition to the above treatment you can obtain autométat@m LRA results as a by-
product of running PDLD/S-LRA calculations. The corresgioig results are found in the
md_Ira.out le (see the section 3.5).

3.4.11 Restraint Release Approach calculations (RRA)

In section 2.1.11, we explain hoBNZYMIXcan be used to evaluate the free energy of re-
leasing a restraint, and how this property may be used toledécthe entropic contribution

in biomolecular systems. To demonstrate these featurepoactical example, we look at
the reaction calaysed by alcohol dehydrogenase which isrsho gure 3.10

1RJIW-relax.pdb
enzymix
pre_enz
setcrg 86 1.0
end

evb

evb state 2 1.0 0.0 1

rest_in ./restfq_000.60000

evb _atm 6 0.28 N+ 0.27 N+
evb _atm 12 0.06 C+ -0.19 C+
evb _atm 19 -0.12 C+ -0.25 C+
evb_atm 27 0.03 C+ 0.31 CO
evb_atm 33 -0.14 C+ -0.34 C+
evb_atm 37 0.01 C+ -0.26 C+
evb_atm 39 0.68 C+ 0.76 C+
evb _atm 41 -0.88 N+ -0.97 N+
evb_atm 42 -0.48 OO0 -0.7 OO0
evb_atm 58 0.17 HO -0.02 HO
evb_atm 62 0.45 HO 0.4 HO
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Figure 3.10: A schematic of the reaction catalyzed by altdebydrogenase (ADH), which illustrates the
fact that in this reaction (left to right), entropy changesild re ect restrictions on the uctuations of the
protein dipoles in the highly polar reactant state, retativ the partially polar TS, which would lead to a
positive S®. If the temperature is raised, this would release some ofrtimen motions in the reactant
state, which would be expected to result in a less positig .
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evb_atm 64 0.17 HO 0.2 HO
evb_atm 65 0.2 HO 0.16 HO
evb_atm 66 0.19 HO 0.21 HO
evb_atm 70 0.38 HO 0.43 HO
evb_atm 71 -0.96 O--0.54 OO0
evb_atm 72 -0.18 C+ -0.21 C+
evb_atm 73 -0.15 C+ -0.09 C+
evb _atm 74 0.5 CO 0.39 C+
evb_atm 75 -0.26 C+ -0.11 C+
evb_atm 76 -0.09 C+ -0.16 C+
evb_atm 77 -0.26 C+ -0.08 C+
evb _atm 78 0.18 C+ 0.03 C+
evb_atm 79 -0.14 HO 0.05 HO
evb_atm 80 0.13 HO 0.16 HO
evb _atm 81 0.1 HO 0.14 HO
evb_atm 82 0.11 HO 0.15 HO
evb_atm 83 0.09 HO 0.15 HO
evb_atm 84 0.08 HO 0.13 HO
evb_atm 85 -0.14 HO -0.02 HO

evb bnd O 6 12
evb_bnd 0 6 37
evb_bnd 0 12 64
evb_bnd 0 12 19
evb bnd O 19 27
evb bnd O 19 39
evb bnd O 39 41
evb_bnd 0 39 42
evb_bnd 0 41 70
evb bnd O 41 62
evb bnd O 27 58
evb bnd O 27 33
evb_bnd 0 33 65
evb_bnd 0 33 37
evb_bnd 0 37 66
evb bnd O 74 71
evb bnd O 74 79
evb_bnd 0 74 78
evb_bnd 0 78 72
evb_bnd 0 78 77
evb bnd O 72 80
evb bnd O 72 73
evb bnd O 73 81
evb_bnd 0 73 75
evb_bnd 0 75 82
evb bnd 0 75 76
evb bnd 0 76 83
evb bnd 0 76 77
evb_bnd 0 77 84
evb_bnd 2 27 85
evb_bnd 1 85 74

evb d con 74 27 3.0 10.0 O
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md_parm
stepsize 0.001
temperature 300.0
nsteps 10000
log_write_fq 1000
region2a_r 16
water_r 16
langevin_r 18
movie_co all
movie_fgq 1000
constraint_1 10.0
constraint_ 2 10.0
rms_residue 1 to 406
rest_constr
rr_res_contrib
rr_forceconst 10.0 9.5 9.0 85 8.0 7.5 7.0 0.4 0.3 0.2 0.1 0.05 0.03
rr_const region2 500
rr_const regionl 500
quasih_entropy 10 regionl+2

end
end

end

end
end
end
end

In the input template provided, we simply load a previousiyated restart le, and
perform our RR calculations on either of the evb states. TRecRIculations are car-
ried out for both the release of the constraint on the systsnwell as the collection
of all necessary data at the maximum value of the constramthie QH approximation.
More speci cally, the example given applies the constimion all atoms of regionl and
region2,rr _const regionl andrr _const region2. The keywordrr _forceconst is re-
quired for de ning a list of individual values of the constma(and is currently limited to
150 values). That means, the system will be sampled for ehtiedorce constants in
rr _forceconst and the lerr _const dG:out that contains the FEP data from maximum
to minimumrr _forceconst will be created upon successful termination. The estinmate f
the free energy of releasing the constraints is printed a/kwl at the bottom of this le:

Average total dG from forward and backward mapping = -260.50 0

By defaultMOLARISalso generates les listing the individual contributiongthe FEP
for RR free energies (see_const regl dG:outandrr _const reg2 res dG:outfor con-
tributions of region 1 and 2).

The separate data collection for the quasiharmonic carttab is enabled through the key-
word quasih_entropy 10 regionl+2, which, in the present case, would collect data for
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all atoms of regionl and region2, for every 10 MD steps. THeevaf the force constant
used by the QH is supplied by the keywomsnstraint _1 andconstraint _2, however,
these two keywords are only active for the QH analysis, thédlynet be used for the
RR part of the calculations as_forceconst overrides them. Upon termination, the les
entropy:info andentropy:dat will be created. These binary les are then run with the
programxquasih_entropy_dsyev.

xquasih_entropy_dsyev < entropy.input > entropyQH.out

Here,entropy:input is a simple text le that contains 3 lines:

entropy.info
entropy.dat
1000

which tells the program the names of the necessary binargged previously, fol-
lowed by an integer that speci es the cutoff freqgency. Theulng le entropyQH:out
now contains at the bottom our QH analysis estimate for S:

quasiharmonic entropy(J/mol/K) = 1618.87
-TS(kcal/mol, T=300.0K) = -94.43

The current T S for the current simulations is then simply the sum of the RR an
the QH. Now, the idea of the RR approach lies in the varatiomaimization that, in
principle, should eliminate any enthalpic contribution. dther words, having performed
these calculations on a series of trajectories for any tatest then allows us to nd the
absolute minimum between them, and this nal number is thenesed T S that should
contain only entropic contributions.

Since the RR approach requires sampling over many indepetr@gectories in order to
give reliable results, it is important to keep in mind hBMMOLARIScalculates the constraint
energies. Therefore, it is highly recommended to usedke constr keyword

3.4.12 FEP calcaultion of mutating dummy atoms

This is test for now. hanwooly

The FEP calculation is also often used to simulate an alatedrtransformation which
may eventually mutate real atoms with residual charges aWwd parameters to dummy
atoms. For example, one would want to see the effect of chgreghydroxyl group to a
hydrogen in the system. In this case, the oxygen and the ggdrof the hydroxyl group
will be slowly changed to a hydrogen and a dummy atom, repalgti However, it has
been known that when there are vanishing atoms during thecgkeRBlation, the calcula-
tion leads to a disastrous numerical explosion very oftepeeially when approaches 0
or 1 very close. When the vdW parameters of the vanishing &@comes very small, it
occasionally gets extremely close to other atoms whilalitcstrries residual charges.
Several approaches have been adopted to avoid this issiseudtially recommended to
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decouple the electrostatic and vdW calculation. Speidhycane could rst change the
residual charges to zero over, then decrease the vdW parameters to zero. However, even
though this would resolve the electrostatic explosion,ddleulation may still experience
vdW catastrophe around the last frame. In this case, théréase can be divided further
with a smaller to moderate the vdW changing rate.

However, the approaches above still do not guarantee thiitstand also they are compu-
tationally more expensive. The nature of the problem steoms the fact that the repulsion
part of the vdW function increase exponentially. We needvtmdathe vdW clash but we
also need to sample the prohibited space by the exponeapalsion part of the vdwW
function. In this case, no matter how smallis used, the problem may still remains. van
Gunsteren introduced a lambda dependent vdW fucntion wduates down the potentials
as approachesto O or 1.

In ENZYMIX, a similar approach has been implemented withwesds,use_vdw_er
anduse_vdw_er_atom . The example usage of this keyword is shown below.

./rb69_original.pdb
enzymix

evb
evb_state 2 1 0
map_pf 51 1 2

evb_atm 57 -0.573 (o]0} 0.072 HO
evb_atm 73 0.447 HO 0.000 DO
evb_bnd 0 57 73

rest_in relaxed.res
rest_out fep_mutation.res

md_parm
temperature 310
stepsize 0.001
nsteps 10000

use_vdw_er_atom 1.8 73
use_vdw_er_atom 2.3 57
constraint_1 0.3
constraint_2 0.03
end
end
end

1
1

This keyword uses a modi ed vdW function so that a constantdas used below a
certain distance cut-off value de ned by users. That is,

dv=dr=12A=r®+6B=r’; ifr>r_cut

F(r)= . (3.4)
F (r_cut) = constant; ifr<=r_cut
Thus, the potential energy can be analgously derived asAfsll
8
> A=r? + B=r5; ifr>r_cut
V(r)=_ V(r_cut)+ fe F() ifr<=r_cut (3.5)

"= V(r_cut)+(r_cut r) F(r_cut);
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Therefore, for r <r_cut, the potential energy increasesdily with a slope given by
F(r_cut). The comparison between the original Lennarcedgotential and the modi ed
potential are shown in Figure 3.11 .

Figure 3.11: The original Lennard-Jones potential/foire the modi ed potential/force.

3.5 UsingPOLARIS

Before entering in this section it is useful to make a genesmhment about the PDLD
calculations. For most of the calculations beldMQLARISoffers a great exibility in
chosing all kind of parameters and also in de ning the regiofh the system and their
charges. In the PDLD cycle, we always compare the solvatiaimed from the actual
charged system to the uncharged one. This can be controfleeading the PDLD le
created in a previous run and/or by using the correspondaygvéards in thePOLARIS
level of the input le. In this sense, a note of caution mussh&l concerning the de nition
of the charged-uncharged systen®OLARIS always compares a charged system to the
uncharged one, which means that state A in the PDLD cyclesishlarged one and state B
is the uncharged system. With this in mind we can start deiscyihe different calculations
that can be done at ti®OLARISlevel inMOLARIS

3.5.1 Calculating solvation energies of molecules in water

POLARISprovides a reliable and ef cient way to calculate the sdalwaenergies of small
molecules. This type of calculation has been extensivdigated g.gsee refs. [71, 13]
and Table 3.12). For doing this we just need to usestite_pdld  keyword inPOLARIS

and follow the menu. In a similar way you may calculate theratdn energy of a small
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protein. You may try this option by taking the dodecapeptiismall.pdb in pl_solv_pdld.
In view of the large interest in solvation of small molecyle® include in the demo our
benchmark (solv_benzene). The input le benzene.inp iv dmnzene directory in the
demo looks as follows:

../pdb/benzene.pdb
polaris
solv_pdld
regl_res 1
config 1 0
end
end
end

Note that for a molecule in water we do not need any con gorativerage. A typical
nal output is given below for benzene from runniPLARIS with benzene.inp. PDLD

RESULTS:

PDLD MICROSCOPIC ESTIMATE

dlangevin
dhydro
dborn

dGw (without dhydro )

SOLVATION OF REGION 1 IN WATER (STATE B->A):

-1.37
-0.62
0.00

-1.37

dlangevin

dhydro

langevin VDW
dborn

dG

GAS->WATER(FORTATE A ):

-1.37
6.10
-5.66
0.00

-0.93

The above output gives the solvation of the benzene molenuteveral ways. We
also give the free energy associated with changing theuakiharges of our molecule
from those of state A to those of state B. The absolute solwagnergy is given under
GAS->WATER(FOR STATE A) and includes the hydrophobic (dhydraanwer Waals
and Born contributions.

The calculated and observed solvation energies are giveahile 3.26 and Fig. 3.12.

# name dGexp | dGcalc | dGexp-calc | # name dGexp | dGcalc | dGexp-calc
1 methane 2.00 2.16 -0.16 | 51 | 3-methyl-2-butanone -3.24 -3.07 -0.17
2 ethane 1.83 1.9 -0.07 | 52 | 2-hexanone -3.29 -2.93 -0.36
3 propane 1.95 1.85 0.10 | 53 | 4-methyl-2-pentanone -3.06 -2.74 -0.32
4 butane 2.08 2.21 -0.13 | 54 | 2-heptanone -3.04 -2.57 -0.47
5 isobutane 2.32 2.27 0.05 | 55 | 4-heptanone -2.92 -2.66 -0.26
6 pentane 2.33 2.36 -0.03 | 56 | 2,4-dimethyl-3-pentanong  -2.74 -2.82 0.08
7 2-methylbutane 2.38 2.24 0.14 | 57 | acetophenone -4.58 -4.14 -0.44
8 hexane 2.48 2.51 -0.03 | 58 | acetaldehyde -3.50 -3.86 0.36
9 benzene -0.93 -0.76 -0.11 | 59 | propanal -3.44 -3.58 0.14
10 | biphenyl -2.64 -1.74 -0.90 | 60 | butanal -3.17 -2.97 -0.20
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11 | methanol -5.11 -5.66 0.55 | 61 | pentanal -3.03 -3.21 0.18
12 | ethanol -5.01 -5.26 0.25 | 62 | hexanal -2.81 -2.84 0.03
13 | 1-propanol -4.82 -5.44 0.62 | 63 | heptanal -2.67 -2.48 -0.19
14 | 1-butanol -4.71 -5.27 0.56 | 64 | octanal -2.29 -2.17 -0.12
15 | 1-pentanol -4.47 -5.13 0.66 | 65 | acetic acid -6.70 -6.26 -0.44
16 | 3-methyl-1-butanol -4.42 -4.83 0.41 | 66 | propionic acid -6.47 -5.26 -1.21
17 | 2,3-dimethyl-2-butanol| -3.91 -4.23 0.32 | 67 | butanoic acid -6.35 -7.31 0.96
18 | 4-heptanol -4.00 -2.97 -1.03 | 68 | ethyl formate -2.64 -5.54 2.90
19 | cyclopentanol -5.49 -5.3 -0.19 | 69 | methyl acetate -3.31 -3.4 0.09
20 | cyclohexanol -5.47 -5.2 -0.27 | 70 | ethyl acetate -3.09 -2.86 -0.23
21 | cycheptanol -5.48 -5.08 -0.40 | 71 | methyl propionate -2.93 -3.05 0.12
22 | phenol -6.61 -6.18 -0.43 | 72 | propyl acetate -2.85 -2.81 -0.04
23 | 2-methyl phenol -5.87 -5.33 -0.54 | 73 | isopropyl acetate -2.64 -2.05 -0.59
24 | 4-methyl phenol -6.13 -5.58 -0.55 | 74 | ethyl propionate -2.80 -2.34 -0.46
25 | p-t-butyl phenol -5.92 -6.05 0.13 | 75 | methyl butanoate -2.83 -2.55 -0.28
26 | dimethyl ether -1.89 -2.24 0.35 | 76 | isopropyl propionate -2.22 -2.47 0.25
27 | diethyl ether -1.63 -1.78 0.15 | 77 | methyl hexanoate -2.49 -1.93 -0.56
28 | methyl propyl ether -1.66 -1.5 -0.16 | 78 | methyl benzoate -4.28 -3.58 -0.70
29 | isopropyl methyl ether| -2.00 -1.8 -0.20 | 79 | chloromethane -0.56 0.11 -0.67
30 | ethyl propyl ether -1.81 -0.86 -0.95 | 80 | chlorobenzene -1.12 -0.03 -1.09
31 | t-butyl methyl ether -2.21 -2.16 -0.05 | 81 | nitroethane -3.71 -2.04 -1.67
32 | dipropyl ether -1.15 -0.4 -0.75 | 82 | 1-nitropropane -3.34 -1.57 -1.77
33 | diisopropyl ether -0.53 -0.54 0.01 | 83 | 2-nitropropane -3.14 -1.06 -2.08
34 | dibutyl ether -0.83 -0.69 -0.14 | 84 | nitrobenzene -4.11 -3.93 -0.18
35 | methylamine -4.56 -3.92 -0.64 | 85 | o-methyl nitrobenzene -3.59 -2.89 -0.70
36 | ethylamine -4.50 -4.94 0.44 | 86 | m-methyl nitrobenzene -3.45 -2.44 -1.01
37 | propylamine -4.39 -4.49 0.10 | 87 | N-methylacetamide -10.20 | -10.14 -0.06
38 | butylamine -4.29 -4.37 0.08 | 88 | m-nitrophenol -10.14 -8.29 -1.85
39 | pentylamine -4.09 -3.77 -0.32 | 89 | p-nitrophenol -11.92 -9.12 -2.80
40 | hexylamine -4.03 -3.31 -0.72 | 90 | alanine dipeptide -16.96 | -16.59 -0.37
41 | dimethylamine -4.28 -4.61 0.33 | 91 | aniline -4.90 -2.38 -2.52
42 | diethylamine -4.07 -3.49 -0.58 | 92 | toluene -0.90 0.27 -1.17
43 | dipropylamine -3.66 -4.18 0.52 | 93 | Br- -72.00 | -74.35 2.35
44 | dibutylamine -3.33 -3.15 -0.18 | 94 | CI- -76.60 | -77.01 0.41
45 | trimethylamine -3.24 -2.87 -0.37 | 95 | F- -105.80 | -105.32 -0.48
46 | pyridine -4.70 -4.52 -0.18 | 96 | I- -62.60 | -66.95 4.35
47 | 2-propanone -3.97 -3.78 -0.19 | 97 | Na+ -100.30 | -98.70 -1.60
48 | 2-butanone -3.63 -3.67 0.04 | 98 | NH4 -74.94 | -77.80 2.86
49 | 2-pentanone -3.53 -2.91 -0.62

50 | 3-pentanone -3.41 -3.68 0.27

Table 3.26:POLARIS solvation free energies (in water) for a benchmark of néuwatna
charged molecules. Energies in kcal/mol

3.5.2 Calculating solvation free energies usingb initio charges

In addition to the use oPOLARIS group charges (see Section 2.2.4) we provide the wellveadid and very convenient ChemSol
program (see ref. [61]) that evaluates accurately solvetiee energies using the results of GAUSSIAN or relabdnitio programs.
Refer to the ChemSol manual on our website for more details.

3.5.3 Solvation energy of a part of a macromolecule

In determining electrostatic free energies of chargedmgon proteins the key dif culty is not the interaction be®vecharges, but it is
in calculating the “self-energy” or “solvation energy” &energy of moving the charged group into its protein sitenfk@cuum). This
energy is best de ned relative to the corresponding sawaénergy in watei,e.:

Ggol G;Vol) + G;vol =

wherew andp designate water and protein respectively.

POLARIS uses eq. (3.6) when estimates solvation energies of chapgrgs in macromolecules, utilizing both the semi-
microscopic PDLD/S and the microscopic PDLD methods. Amgxa of such a calculation is provided in demo pl_solv_pditdthis
demo, the solvation free energy of the positively charged Nidroup of a lysine residue in a dodedcapeptide is calculafad.input
le looks like:

:( GP

sol

G¥ P+ GY, (3.6)

sol



3.5. USINGPOLARIS 105

20

-20 4
-40 4

-60 4

Calculated DG,

-80
-100
-120 — —
120 -100 -80 -60 -40 -20 0 20

Experimental DG

solv

Figure 3.12: Correlating calculated and observed solnaiwergies for the benchmark of Table 3.26

../pdb/small.pdb
polaris
pre_pol #preparing polaris run
ionres 12 #ionizes the given residue
end
solv_pdld #calculating solvation energies
regl_atm 176 to 179 #specifies region | atoms
config 0 3 #calculation on 3 MD-generated configurations
end
end
end

The output le includes results from the all-atom LRA gerteva (see section 2.2.8)
of different con gurations. This is done for n con guratierior the charge and uncharged
state. The corresponding average energy contributiortégorotein run looks like:
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Average energies for AC atoms:

Skkkokokokokokokokok average values for all the steps kkkkokokokokokokok
(the first 100 steps excluded)
State A State B
Coulombic/acp total : -47.90 0.00

Intra ac group | 0.00 0.00|
breakdown Inter ac group | 0.00 0.00|

(vqa)
ac-protein | -47.90 0.00]
(vqu)
Coulombic/wat : -108.19 0.00
Induced/pro : 0.00 0.00
Induced/wat : 0.00 0.00
Vdw/pop total : 0.87 0.87

Intra ac group | 0.00 0.00|
breakdown Inter ac group | 0.00 0.00|
ac-protein | 0.87 0.87|

Vdw/wat : 6.30 6.30
Hb/pro : -2.88 -2.88
Hb/wat : 0.00 0.00
langevin : -19.20 -18.15
born : -8.78 -0.52
Total(elec only) : -186.95 -21.55

A --> B (elec only) : 165.40

for each con guration we calculate the PDLD and PDLD/S ere=gThe typical output
for this part looks like:

region | charges

atom # X y z ga gb code p
176 42.400 32.100 15.400 -0.080 0.000 33 2.50
177 41780 31.630 16.028 0.360 0.000 1 1.50
178 43.165 32.496 15.908 0.360 0.000 1 1.50
179 41908 32.819  14.909 0.360 0.000 1 1.50

total charge for region | state A: 1.000
total charge for region | state B: 0.000

total charge in region Il 0.000

This gives the number of the Region | atoms, the xyz-cootds)ahe charges in state
A (ga) and in state B (gb) as well as the PDLD atom code and th¢ ratlius (rp). Note
that the charges for state B are all zero. Now follows theutaton of the solvation free
energy of these Region | atoms in water. This calculatioegihe Langevin free energy
in water. The resulting solvation energy is used in the syibset calculations.

The next step is the calculation of the energies for the Relgadoms in protein (Region
II) and water. Here, we also nd energy contributions in stBt resulting from the non-
zero charge of the Region Il atoms. The nal result is giverthe semi-macroscopic
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PDLD/S approximation and also in the microscopic form. TB&B/S result should look
as follows:

PDLD SEMI-MACROSCOPIC ESTIMATE
effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)
-dG in water 40.43 20.16 13.41 10.03 3.87 1.89 0.89
(e_p -> e_80)
dvgmu(e=e_p) 2493 -1247 -831 -6.23 -249 -1.25 -0.62
dlangevin(e_p->e 80) -12.99 -650 -4.33 -3.25 -1.32 -0.66 -0.33
dbulk(born,e_p->e_80) -4.04 -197 -1.28 -093 -0.31 -0.10 0.00
ddG(water -> protein) -1.53  -0.77 -0.51 -0.38 -0.25 -0.12 -0 .06
(e=e_p)

These PDLD/S data are based on a special macroscopic scélithg microscopic
PDLD results (see Section 2.2.7). The meaning of the enmigise table is as follows.
dG in water is the solvation free energy in water. This vakiedlculated as the sum of
the Boltzmann averaged langevin energy difference of & ard the difference in Born
energy between con guration A and B (total Born energy défece -8.22) multiplied by
(1/* — 1/80). The next lines contain the results from the calauiadf Region | in protein
and water. | is the charge-charge interaction between the Region | aémhshe protein
atoms. The value of dvgmu is the difference between thedf con gurations A and B
multiplied by 17'. Here, it is the value of i) of state A only, as the J in state B is zero
because of the residual charges being zero. The lines @styas Langevin and bulk
energies correspond to the difference in the microscopi@son energies of the entire
macromolecule with the charged and uncharged states afirégithe  GJ term in
eq. (2.61) multiplied by (2/— 1/80). The resulting change in solvation free energy when
transferring the Region | atoms from water to protein, dd&éw > protein, is given as
the sum of dG in water and the (e>g 80) contributions, which are dvgmu, dlangevin,
and dbulk. The value of -2.45 (at4) means that the solvation energy of Region | atoms
is bigger in the protein than in water.

The PDLD/S result is followed by the microscopic PDLD result

PDLD MICROSCOPIC ESTIMATE

SOLVATION OF REGION 1 IN WATER (STATE B->A): GAS->WATER(FORBTATE A ):
dlangevin -71.31 dlangevin -71.31
dhydro -3.74 dhydro 0.00
dborn -8.20 langevin VDW -1.71

dborn -8.20
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dGw (without dhydro ) -79.51 dG -81.22

SOLVATION OF REGION | IN PROTEIN + WATER:

dvgmu -49.87
dvgalpha -0.10
dlangevin -26.36
dhydro -3.45
dborn -8.28
dGp (without dhydro ) -84.61

ddG (water -> protein) = dGp-dGw -5.10

After the run is completed we have a concise summary of tlevaelt results in two
output les. The rst le solv_pdld.outgives the average PDLD/S-LRA results:

Results averaged over all configs (charged and uncharged)

effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

-dGw  in water 4059 20.24 13.46  10.07 3.90 1.90 0.90
dvgmu(e=e_p) -15.24  -7.62 -5.08 -3.81 -1.52  -0.76 -0.38
dlangevin(e_p->e 80) -19.97 -9.98 -6.66 -499 -191 -0.96 -0.48
dbulk(born,e_p->e_80) -4.03 -1.96 -127 -093 -0.31 -0.10 0.00
dGp in protein -39.24 -19.57 -13.01 -9.73 -3.74 -1.82 -0.86
ddG_elec=dGp-dGw 1.35 0.68 0.45 0.34 0.15 0.08 0.04

SOLVATION ENERGY OF REGION | (ddG water->protein)

solvation for new configurations
(with reorganization energy)

PDLD SEMI-MACROSCOPIC ESTIMATE FOR SOLVATION

(dielectric constant=4)

ddG solvation (water -> protein) for structure 1 0.41
ddG solvation (water -> protein) for structure 2 1.30
ddG solvation (water -> protein) for structure 3 0.33

average ddG(water -> protein+water,pdld/s) 0.68

The second useful output summerizes the all-atom LRA restitie corresponding le
md_Ira.out looks like:
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LRA from structures of all steps of each configuration

(L)yw for region | in water:

average over state A and B average over state B
config vQmu vindu vQw Igvn born dG(elec) vdw _L/P vdw_L/W dG( nonelec)
1 0.0 -77.9 0.0 -8.2 -86.0 21 2.1
average 0.0 -77.9 0.0 -8.2 -86.0 2.1 2.1

(L)pw for region | in protein and water:

average over state A and B average over state B
config vQmu vindu vQw Igvn born dG(elec) vdw _L/P vdw_L/W dG( nonelec)
1 -346 0.0 -38.7 -0.3 -8.3 -81.8 11 14 2.4
2 -33.2 0.0 -39.7 -0.1 -8.4 -81.3 1.0 1.0 2.1
3 249 0.0 511 -0.2 -8.0 -84.3 0.7 1.8 25
average  -30.9 0.0 -43.2 -0.2 -8.2 -82.5 0.9 14 2.3
(Lpw-(L)w:
average over state A and B average over state B
config vQmu vindu vQw Igvn born dG(elec) vdw _L/P vdw_L/W dG( nonelec)
average -30.9 0.0 34.7 -0.2 -0.1 3.5 0.9 -0.7 0.3

LRA electrostatic energy:
DDG = ddG(elec) = 35

3.5.4 Calculations ofpK 's of ionizable groups in proteins

One of the most important examples of electrostatic cafimra of macro molecules is
provided by the calculation giK ;'s of ionized groups in proteins.

These quantities give very valuable information about teeteostatic energies in pro-
tein sites and can serve as a unique benchmark for eledtcasaculations in proteins (for
more details see ref. [67]). The evaluation of the ionizatitates requires one to determine
the intrisicpK , (thepK 4 when all other ionized groups are uncharged) and the shplKqf
due to the charge-charge interaction. The evaluation ointiimsic pK 5 by fully micro-
scopic FEP or LRA calculations is quite challenging[7, 188] and may involve errors
of severabK , units. In many cases and particularly in cases of surfacepgrone obtain
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more stable results by using semimacroscopic models suttied®DLD/S-LRA and PB
methods. The problem is, however, to get reliable resuitgroups in the protein interiors
(see discussion in ref. [67]).

In calculatingpK ,'s one has to consider the thermodynamic cycle of Fig. 2.Hltan
evaluate the two contributions; (i) the self energy of th@zed group that re ects the free
energy of charging this group in its protein site when alleothroups are in their neutral
form and (ii) the energy of interaction between the ionizesldues. As was argued repeat-
edly and demonstrated by analyzing many experimentaltsgshie effect of the interaction
between ionized groups is largely screened and the mostiam@ontribution tK ;'s in
protein is the self energy term that re ects the effect of pladéar groups around the site of
the given ionized residue. In general we can expresplheof each group of the protein
by

PKD; = pKEi = PKDy +  pKgees (3.7)

app;i int;i aji

wherepK 45, is the actual (apparenpK , of the ith group,pKiy.i is the so-called intrinsic
pK 4, (this is thepK , that theith group in the protein would have when all other groups are
in their neutral states) andpK "9°* represents the effects of the other ionized groups.

Using eq's 2.48,2.49 and 2.51 we can write

G !
ngpp;i = pK:?i 2_3—;?-'- G;V;”;Iio + ng;r;arges (3.8)

The pKS*9*° term is given by:

X
_ q
pKcharges — 1 GP (3.9)

a;i - .
2:3RT 6

where the G{J? represents the interaction with tfth ionized group.

POLARIScan calculate the G term (and the correspondimiK F,.. ) microscop-
ically by the PDLD, LRA or FEP methods (see below). Howeveprasent’the most stable
results are obtained by the PDLD/S-LRA approach (Secti@r82.

The effects of other ionized groupspK $i*9®, is usually evaluated macroscopically,
using: X
GP =332q 1

(3.10)

jei N "
Where g and g are the actual charges of tH& and thej™ ionizable group and it can be
0 or -1 for acids and O or 1 for baseg. is the distance between the charge centers of the
i™ andj™ groups and;; is an effective dielectric constant (see next section). f€ha can
be evaluated self-consistently by macroscopic approxansa@and is considered in Section
3.5.6, which deals with titration curves. This term shoutdelvaluated only after one has a
reasonable idea about the intrinpi€ , term.

In order to familiarize yourself with the wayOLARIS calculatepK ,5 it is useful to
consider the demo pl_pka_pdld which evaluatesaikg of Asp_3 in BPTI. The input le
looks like this:
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..Ipdb/bpti.pdb
polaris # enter the POLARIS module
pre_pol
set_opt # set some parameters for PDLD
rg 18.0
ndxp 3
itt 10
end
end
pKa_pdid # enter the pKa calculation
regl_res 3 # identify region |. Do pKa of residue 1
config 1 2 # configurations to be done
md_parm_r # relaxation dynamics
nsteps 300
end
md_parm_w # dynamics in water
nsteps 200
end
md_parm_p # dynamics in protein
nsteps 200
end
end
end
end

Here you have information from the MD run that generates tR& kconformation can
be used for microscopic LRA calculations.

State A State B

Coulombic/acp total : -10.76 0.00

Intra ac group | 0.00 0.00|
breakdown Inter ac group | 0.00 0.00|

(vqq)
ac-protein | -10.76 0.00|
(vqu)

Coulombic/wat : -151.44 0.00
Induced/pro : 0.00 0.00
Induced/wat : 0.00 0.00
Vdw/pop total : 7.62 7.62

Intra ac group | 0.07 0.07|
breakdown Inter ac group | 0.00 0.00|

ac-protein | 7.55 7.55|
Vdw/wat : 11.52 11.52
Hb/pro : -0.11 -0.11
Hb/wat : 0.00 0.00
langevin : -44.89 -42.54
born : -10.46 -1.76
Total(elec only) : -217.66 -44.41
A --> B (elec only) : 173.25

In general we will have n runs for the charge and unchargedssta
For each con guration we calculate the PDLD/S energies:

PDLD SEMI-MACROSCOPIC ESTIMATE
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effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

-dG in water 39.49 19.69  13.09 9.79 3.78 1.84 0.87

(e_p -> e_80)

dvgmu(e=e_p) 572 -286 -191 -143 -057 -029 -0.14
dlangevin(e_p->e_80) -29.40 -14.70 -9.80 -7.35 -2.83 -14 1 -071
dbulk(born,e_p->e 80) -4.25 -207 -1.34 -0.98 -0.33 -0.11 0.00

ddG(water -> protein)  0.11 0.06 0.04 0.03 0.05 0.03 0.02
(e=e_p)

The average PDLD semi-microscopic estimate forikg is calculated using the LRA
approach and the resulting treatment can be expressed as:

X 1 1_

p - X -
PKa TPKawat  530mT (5

(ddq(;vonfigA + dd C(;nf[i)gB )]g (311)

L'p
m
where m is the number of con gurations.

The averaged results are given in pKa_pdld.out, here weetbthe PDLD/S energies
to intrinsicpK ;.

Summary of pKa for the different configs

PDLD SEMI-MACROSCOPIC ESTIMATE FOR pKa

effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

pKa_intr for str. 1 4.52 4.21 411 4.05 3.99 3.94 3.92

pKa_intr for str. 2 4.87 4.39 4.22 4.14 4.00 3.95 3.93

aver pKa_int 4.69 4.30 4.16 4.10 4.00 3.95 3.92

Finally, we use the intrinsipK , (for " = 4) and evaluate the appareK ,.

estimated apparent pKa 3.77

The apparenpK , is obtained here automatically using default values forpkgs of
the other ionizable groups. For a more systematic treatymnshould use the titration
keyword and the procedure described in section 3.5.6.
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It should be noted that the default calculation®@LARIS neglect the contribution of
the polar state (Gso(AH)). This rather small contribution can be obtained by repeati
the same procedure described above for the AH state. Indbisthe user should create a
new PDB le with th eprotonated residue and repeat the catoahs assigning the residual
charges of AH to state a. The resultiplga (with pK ¥ = 0) will correspond to the change
in the pK , due to the inclusion of Gl P(AH ). This term should be simply added to the
previously obtaine@K , (the value obtained from the default calculations).

A benchmark fopK , calculations of Lysozyme is given in xxx(not done yet..)

Table 3.36: CalculatedK 5s of some of the ionizable groups in hen egg lysozyme (1heR&tyl

lhel 2lzt

Res pKa(int) p Kz pKa(calc) pKa(int) p Kz pKa(calc) pK a(exp)
ASP 18 407 -1.58 2.50 3.42 -0.97 2.45 2.9
ASP 48 473 -1.24 3.49 370 -1.21 2.49 4.3
ASP 52 6.23 -0.59 5.64 5.34 -0.85 4.49 3.6
ASP 66 3.45 -045 3.01 5.29 0.05 5.34 2.0
ASP 87 3.54 -1.06 2.48 3.12 -1.62 1.50 3.62
ASP 101 484 -1.35 3.49 5.86 -1.37 4.49 4.12
ASP 119 417  -1.67 2.50 3.50 -2.00 1.50 2.5
GLU7 5.09 -1.59 3.50 420 -1.70 2.50 2.6
GLU 35 6.41 -0.94 5.47 7.01 -151 5.50 6.1

3.5.5 All-atom LRA calculations of pK ;s

Obtaining stablgoK s from all-atom simulations is much more chalenging thanuse

of continuum models or the PDLD/S-LRA model. Since the rssate not scaled and we
have to obtain almost a pe rfect balance between differetttibations to the self energy

of ionized group [65]. At any rate, despite convergenceadlifties it is useful to obtain
microscopic all-atom results an d the simplest way is to iokttae corresponding LRA
results. These results are provided on the md _Ira.out leegated automatically when
one uses the pka_pdld BIOLARIS. Here however we are no t interested in the PDLD/S
results but with the LRA results thus you should ask for onmlg @on g uration average
(this will involve only one PDLD calculation) but you shoulde many steps for the MD
averages in water and in the protein. A typical demo is givepli pka LRA (which
evaluates theK , of Asp 3 in bpti) and the output given in timed_Ira.out le looks like:

LRA from structures of all steps of each configuration

(L)w for region | in water:

average over state A and B average over state B
config  vQmu vQw Igvn born dG(elec) vdw_L/P vdw_L/W dG(nonel ec)
1 -78.0 -0.7 -8.2 -86.9 -1.7 -1.7

average -78.0 -0.7 -8.2 -86.9 -1.7 -1.7
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(LP)w for region I+l in water:
average over state A and B average over state B
config ~ vQmu vQw Igvn mborn dG(elec) vdw_L/P -vdvs;_L/W-dG-(nonel ec)
"""""" 1 08 631 08 -84  -831 31 08 24
2 -109 -637 -0.9 -8.5 -84.0 2.9 -0.9 2.0
average -10.9 -63.4 -0.9 -8.5 -83.5 3.0 -0.8 2.2

3.5.6 Titration curves and evaluation of the charges of iommable
residues as a function of pH

POLARIS can evaluate pH titration curves using a macroscopic maaehe interaction
between charges and a semimicroscopic model for calcoktd apparenpK ;'s. That

is, as indicated by eq. 3.8, thK ;of a group in a protein depends on both the intrinsic
pK sterm and on the ternp K swhich re ects the interaction between the given group to
all other ionizable groups in the protein which obviouslpéed on each other and on the
pH of the solution around the protein. The overall energetita given protein charge
con gurationmare[109, 110]:

- X Cl(m)q(m)
. m int
- 13T(pKa pH) 166 o
i 1> | |
(M)\p/0 X (M) (M) o
q Wi+ W;q g (3.12)

i i>

Gm
X

whereq(m) is the actual charge of th# igroup and it can be 0 or -1 for acids and 0 or
1 for bases. The effective dielectric constagt, is ususally given by a distance dependent
function of the form [64]:

"i = et =1+ "Y1 expf r Q) (3.13)

"ot has been established in many studies to be quite largegee ref.[65]) an®POLARIS
uses for it the value of 40 as default value, but it's possiblenange and play with this
parameter (this value should not be confused with the digtegsed in the semi- micro-
scopic model[13]). The nature of thisand its relationship to the reorganization of the
protein polar groupsand water penetration is discusseavbbksre €.g, ref.[67]). In case
of very strong interaction residues, it might be useful tlwaiate"; by actually consid-
ering explicitly the two interacting groups (see ref.[6Bpaef.[67]). Following standard
considerationsg.g, ref.[65]) we can write:
X
<gi>= qMexpf GM g (3.14)

m

X
Z= expft GM g
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where Z is the partition function.

Now we use a hybrid approach.{, see ref.[111]) where the partition function is eval-
uated self consistently for residues which are within a speatoff (R Rs) from the
given " residue and treat the rest of the residues by consideringaerage charge. This
gives[65]:

Xs X X
G = [ W2+ W'+ ™ wy <q; > (3.15)
i=1 j6i >N

whereN is the total number of ionizable groups; are the number of ionizable groups
within the speci ed cutoff range, andy designates the given charge con guration.
POLARIS uses the above equation to evaluate the appai€pand pH dependence of
ionizable residues. The calculations depend, of cours¢h@mtrinsicpK 5, which was
considered in Section 3.5.4. In performing the actual datmns the program takes the
intrinsic pK 5 of each group and solves, iteratively, the interaction leetwthe different
groups (using eq. 3.15). The relevant intrinpk ;s can be taken as the default values
(which are given by the correspondip ,s in water) but more accurate results would be
obtained by calculating the intrinspK 5 of each group in its actual site. Demo pl_titra
provides an example by illustrating the calculation of ik@ation curve of BPTI:

..I..Ipdb/bpti.pdb

polaris
titra_ph_0O #calculating pH titration curves with pre-assi gned pK(int)
respka 50 5.5 #assigns for the specified residue the pKa in th e protein
titra_r 50 15.0 #specifies the center residue and radius fro m it
dielect 40.0 #assigns the effective dielectric for charge- charge interactions
end

end

end

The output includes the following:

Titration Curves:

pH ASP 50 GLU 49 LYS 46 SER 47 ARG 20 ARG 42 ARG 53 TYR 21
0.00 -0.003 -0.008 1.000  0.000 1.000 1.000 1.000 0.000
0.50 -0.008 -0.026 1.000 0.000 1.000 1.000 1.000 0.000
1.00 -0.021 -0.075 1.000  0.000 1.000 1.000 1.000 0.000
150 -0.051 -0.195 1.000 0.000 1.000 1.000 1.000 0.000
2.00 -0.098 -0.410 1.000  0.000 1.000 1.000 1.000 0.000
250 -0.172 -0.653 1.000 0.000 1.000 1.000 1.000 0.000
3.00 -0.320 -0.814 1.000 0.000 1.000 1.000 1.000 0.000
3.50 -0.558 -0.894 1.000 0.000 1.000 1.000 1.000 0.000
4.00 -0.783 -0.944 1.000 0.000 1.000 1.000 1.000 0.000
450 -0.914 -0.976 1.000  0.000 1.000 1.000 1.000 0.000
5.00 -0.970 -0.991 1.000 0.000 1.000 1.000 1.000 0.000
550 -0.990 -0.997 1.000  0.000 1.000 1.000 1.000 0.000
6.00 -0.996 -0.999 1.000 0.000 1.000 1.000 1.000 0.000
6.50 -0.999 -1.000 0.999 0.000 1.000 1.000 1.000 0.000
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Apparent pKa from titration curve:

Res. # pka_i pka_app dpka

ASP 50 5.500 3.250 -2.250
GLU 49 4.300 2.250 -2.050
LYS 46 10.400 9.250 -1.150
SER 47 15.000 19.750 4.750
ARG 20 12.500 13.250 0.750
ARG 42 12.500 13.250 0.750
ARG 53 12.500 17.750 5.250
TYR 21 10.460 10.250 -0.210
TYR 23 10.460 13.750 3.290
CYS 5 8.180 7.250 -0.930
CYS 30 8.180 7.750 -0.430
CYS 51 8.180 7.750 -0.430
CYS 55 8.180 7.250 -0.930

Titration demos

The input le used for this example is naméttation_3res.inpand the corresponding pdb
le required for this run is3_residues.pdbAs for all other examples, please refer to the
demo folder of your currerMMOLARISdistribution. The input le for this example looks
like this:

3_residues.pdb
polaris
titra_ph_0O
crg_method 2
titran 12 3
monte_r 10
dpka_dielect 80
end
end
end

A few comments, regarding the keywords used in this input:a¥éeusing the level of
polaris/titra_ph_0 The keywordsrg_methods used, to choose which method to calculate
the charges should be used. If you use the value of 2, thendtieohdeveloped by Warshel
and Yuk Sham [65], which has been described in the theorysesd.ult is suggested that
the user should use tloeg_methodf 2, for regular titration runs. The keywotira_nis
used to de ne the residues in the pdb, which we wish to betéittaThe keywordnonte_r
speci es the radius from the center of each titrated residueere other residues which
are inside this radius can interact with. Finallyl, the keyshdpka_dielectspeci es the
dielectric constant, required for the electrostatic iatgions of each titrated residue.

Using this input le results in an output, where at the endled tle, you can see the
titration curves. An example of those are given in table 3udidg a dielectric constant
of 80, i.e. columns one to four, as well as a dielectric cantstd 20, i.e. the remaining
columns in table 3.42. In gure8?and??these results are illustrated graphically.
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The apparent pKa calculated MOLARISis found at the bottom of the output le too,
just after the printed titration curves. Again, for the exd@s given above using a dielectric
constant of 80, we get:

Apparent pKa from titration curve:

Res. #  pka_int pka_app  dpka

GLU 2 4.30 3.75 055
HIS 3 6.50 6.50 0.00
ARG 1 12.50 1225 0.25

and for the example using a dielectric constant of 20 we get:

Apparent pKa from titration curve:

Res. #  pka_int pka_app  dpka

GLU 2 4.30 3.25 -1.05
HIS 3 6.50 6.75 0.25
ARG 1 12.50 1275 0.25

In this demo run, we observe 3 residues, interacting witln edler, with a high di-
electric constant (we used the dielectric constant of v8@)e That is the main reason
why these individual curves, look as if they were titratediwdually. However, as shown
above, we may also choose to run the titration example, bingastronger interactions
between the titrated residues (that is for the user to ddiden we can alter the value of
the dielectric constant used.

We now observe that the titration curve of GLU has a majortshifd at lower pH, it
has a higher charge, compared to the one at the same pH, bouwihe strong in uence
of ARG and HIS. The use of different values for the dielectonstant allows the user to
develop a feeling as to how residues interact with each other

Instead of considering three individual amino acid ressjuee may also consider the
titration in a regular protein. For this example, we chodsedmallSS07Dprotein for this
run, (the relaxed versiosso_100ps_relax.pdbr protein1SSO.pdliirom the Protein Data
Bank). The input le looks like this:

./sso_100ps_relax.pdb

polaris
titra_pH_O
crg_method 2
monte_r 10
dpka_dielect 50
end
end
end

Notice that in this input, we do not specify any particulesidele to titrate. When this
is the caseMOLARIS by default, titrates all possible ionizable residues. Bthdhe user
want to titrate individual residues, one should use the keyvdescribed in the previous
example.

The output of this run, contains all the titration curvesnirthe ionizable residues.
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dpka_dielect 80 dpka_dielect 20
pH GLU2 HIS3 ARG1| pH GLU2 HIS3 ARG1
0.00 0.000  1.000 1.000| 0.00 0.000 1.000 1.000
0.50 0.000  1.000 1.000| 0.50 0.000 1.000 1.000
1.00 -0.001 1.000 1.000{ 1.00 -0.001 1.000 1.000
150 -0.002 1.000 1.000f 1.50 -0.002 1.000 1.000
2.00 -0.005 1.000 1.000f 2.00 -0.005 1.000 1.000
250 -0.016 1.000 1.000f 2,50 -0.017 1.000 1.000
3.00 -0.050 1.000 1.000{ 3.00 -0.967 1.000 1.000
3,50 -0.157 0.999 1.000f 3,50 -0.991 1.000 1.000
4.00 -0.453 0.997 1.000{ 4.00 -0.997 1.000 1.000
450 -0.806 0.992 1.000f 450 -0.999 0.999 1.000
5.00 -0.941 0.973 1.000{ 5.00 -1.000 0.998 1.000
550 -0.982 0.918 1.000f 5,50 -1.000 0.994 1.000
6.00 -0.994 0.770 1.000f 6.00 -1.000 0.980 1.000
6.50 -0.998 0.496 1.000{ 6.50 -1.000 0.923 1.000
7.00 -0.999 0.234 1.000f 7.00 -1.000 0.285 1.000
750 -1.000 0.089 1.000f 7.50 -1.000 0.088 1.000
8.00 -1.000 0.030 1.000{ 8.00 -1.000 0.030 1.000
8.50 -1.000 0.010 1.000{ 850 -1.000 0.010 1.000
9.00 -1.000 0.003 1.000{ 9.00 -1.000 0.003 1.000
9.50 -1.000 0.001 0.999| 950 -1.000 0.001 1.000
10.00 -1.000 0.000  0.997| 10.00 -1.000  0.000 1.000
1050 -1.000 0.000 0.991] 10.50 -1.000 0.000  0.999
11.00 -1.000 0.000  0.972] 11.00 -1.000 0.000  0.997
1150 -1.000 0.000 0.914] 1150 -1.000 0.000 0.991
12.00 -1.000 0.000 0.761] 12.00 -1.000 0.000 0.970
1250 -1.000 0.000 0.489 1250 -1.000 0.000 0.882
13.00 -1.000 0.000 0.232] 13.00 -1.000 0.000 0.261
13,50 -1.000 0.000  0.089 13.50 -1.000 0.000 0.087
14.00 -1.000 0.000 0.030] 14.00 -1.000 0.000 0.030
1450 -1.000 0.000 0.010] 1450 -1.000 0.000 0.010
15.00 -1.000 0.000 0.003 15.00 -1.000 0.000 0.003
1550 -1.000 0.000 0.001] 15,50 -1.000 0.000 0.001
16.00 -1.000 0.000 0.000, 16.00 -1.000 0.000  0.000
16.50 -1.000 0.000  0.000, 16.50 -1.000 0.000  0.000
17.00 -1.000 0.000  0.000, 17.00 -1.000 0.000  0.000
1750 -1.000 0.000 0.000, 17.50 -1.000 0.000  0.000
18.00 -1.000 0.000  0.000, 18.00 -1.000 0.000  0.000
1850 -1.000 0.000 0.000, 18.50 -1.000 0.000  0.000
19.00 -1.000 0.000  0.000] 19.00 -1.000 0.000  0.000
1950 -1.000 0.000 0.000, 19.50 -1.000 0.000  0.000
20.00 -1.000 0.000  0.000] 20.00 -1.000 0.000  0.000
20.50 -1.000 0.000  0.000] 20.50 -1.000 0.000  0.000
21.00 -1.000 0.000 0.000] 21.00 -1.000 0.000  0.000
2150 -1.000 0.000 0.000] 21.50 -1.000 0.000  0.000
22.00 -1.000 0.000 0.000] 22.00 -1.000 0.000  0.000
2250 -1.000 0.000 0.000] 22.50 -1.000 0.000  0.000
23.00 -1.000 0.000 0.000] 23.00 -1.000 0.000 0.000

Table 3.42: The titration curves given BJOLARISare printed at the end of each output le. Here, as an
example, two different titrations are given using dieleatonstants of 80, i.e. the rst four columns, and 20,
i.e. in the last four columns.
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Because the info are too mudAOLARISprints the titration curves not only in the output
le, but also in the le nameditra_curv.out

3.5.7 Calculations of ionic strength effects

Electrostatic interactions between macromolecules agid¢bfactors or substrates can de-
pend on the concentration of ions in the surrounding salutiwhile such effects are usu-
ally less important than the interaction between the maotecule and its cofactor[2], they
might be of interest. Th®@OLARIS program evaluates the effect of the ions in solutions
(the ionic strength effect) by solving the Poisson-Boltamaquation using the approach
of Pack and coworkers(g, ref. [106]). This is done iteratively for the residual ches
on a cubic grid that surround the solvated macromolecules cdtculations are done on
a macroscopic level treating the interactions between theromolecule charges and the
solution ions (reisual charges) with a dielectric constam8.0 and using the sameor
the interaction between the residual charges (you can aBsoge from this default op-
tion value). This approximation is both very effective andte reliable. The calculations
assume that the Helmholz layer (from which speci ¢ ion types excluded) starts at 3 A

from the closest solute atom. ] , , , o

To obtain the ionic strength corrections, just activate tloeresponding option in
set_opt sublevel keyword inpre_pol level keyword, undePOLARIS task key-
words in MOLARIS (see ref. manual). This is demonstrated in the demo dingctor
pl_ionic_strength which considers the effect of the iortrersgth or thepK ;of HIS 64
In subtilisin (see [13]). The demo input le looks like:

../pdb/sub.pdb
polaris
pre_pol
ionres 32
set_opt
ionic 1 1.0 #ionic strength effect is calculated
end #and the value for ionic concentration
pka_pdld
regl_res 64
config 0 2
md_parm_r
nsteps 1000
end
md_parm_w
nsteps 300
end
md_parm_p
nsteps 1000
end
end
end
end

The relevant part of the output will appear in the pKa_pdid.2 and will look like:

Summary of pKa for the different configs

PDLD SEMI-MACROSCOPIC ESTIMATE FOR pKa
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effective dielectric 2 4 6 8 20 40 80
epsilon_p(e_p)

pKa_intr for str. 1 1.65 4.14 4.97 5.39 5.95 6.29 6.47
pKa_intr for str. 2 3.38 5.01 5.55 5.83 6.04 6.34 6.49
aver pKa_int 2.51 4.58 5.26 5.61 éQ-S-) -------- 6 32 ------- 6.48
estimated apparent pKa 5.70

average ddE_ionic = 0.581 ion concentration = 1.0M

3.5.8 Redox Potentials of Proteins

Much has been learned about the overall properties thatrdiete the redox potential,
which provides the driving force for electron transfer teats. However, it is still not clear
how all the key residues, which are in close proximity to teene group in cytochrome C,
contribute to the observed redox value.

Recent advances in site-speci ¢ mutagenesis provide aiolteol to dissect the con-
tributions to the observed redox potential that arise from speci ¢ residue. Apparently
the redox potential is controlled by the interrelated dbotions from the entire surround-
ing of the heme moiety. Changes in one residue can be accaedplay changes in the
protein and water environment. This effect, which can benfdly considered as a di-
electric effect, might include signi cant structural clggs of the protein and/or local re-
arrangement of a few water molecules at the site of the namtatirhus, a quantitative
understanding of the effect of a point mutation requiresestype of structure-redox cor-
relation. Such a correlation requires computational asslyf the relationship between the
redox energetics and the heme environment in additiontictstral studies based on X-ray
crystallography.

Such an approach is provided by tleelox_pdld feature ofPOLARIS. The method has
been found suf ciently reliable to reproduce the observiéelot of different mutations and
has provided a more comprehensive understanding of steuatd function relationships
of redox proteins. For example, the method has been vatidaterrelations linking amino
acid sequence changes to the redox potential of electrosférareactions in proteins using
the Asn52>lle mutation in cytochrome c as a test case. Other exampéeprarided by
calculations of the energetics of photosynthetic protéses ref.[112]) and studies of iron-
sulfur proteins (see refs.[113, 114]). Practical instrtt for redox calculations using the
POLARIS program are given below.

The redox potential is the potential required to take themgieofactor from the state of
higher absolute charge (say state A) to the state of loweslafescharge (say state B) in
the presence of Region Il and water.

As in the case opK, calculations, we use the trick of eq. (3.8) where the redox
potential of the given group in water is the reference for elialuation of the absolute
redox potential of this group in its actual protein site:

GW! p
= —=—2—+ 1, (3.16)
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where F is the Faraday constant, ;-, is the midpoint redox potential of the given
molecule, while p and w designate protein and solution,aetigely. If the experimen-
tal value of the redox potential in pure water is not known tiser should type 0.0. To
calculate the redox potential, you can either typegox_pdld at the prompt "‘commarnd.
Calculations of redox potential involve an average oveess\protein con gurations and
they re ect, correctly, the effect of the protein reorgatinn energy.

The average PDLD/S estimate of the free energy and redoxfmatés obtained as
follows. First we evaluate the PDLD/S-LRA free energy foe thixidation procedure (a
minus sign will make it a reduction procedure)

A Greao (D 1 DY) (3.17)
1 , . , .
- ([ G:)"dldi’s(D! D*)p+ + Gﬁamis(D! D*)p]
m

(3.18)

where m is the number of con gurations generated by MD sirtioiiss, D andD* are
the reduced and oxidized donor (heme+ligands), respéctvel (  )p- designates the
corresponding con guration generated during an MD avemageg D. The G is already
treated as the rigorous free energies (within the LRA appraton) while the  Gpgig=s
is the PDLD/S effective potential. (See ref. [115]).

To familiarize yourself with redox calculations it is uskta run the following exam-
ple for the blue copper protein witROLARIS com le for redox - bc_redox.inp in the
pl_redox_pdld directory of the demo. The input looks asoiol:

../pdb/pc.pdb

analyze
allres
resatom 100
resatom 84
resatom 87
resatom 37
resatom 92

end

polaris

redox_pdld

regl_res 100 84 87 37 92 #Coordinates and charges of Reg |
ab_crg 530 0.000  0.000
ab_crg 531  0.000 0.000
ab_crg 532 0.000 0.000
ab_crg 533 0.000 0.000
ab_crg 534 0.000 0.000
ab_crg 535 0.000 0.000
ab_crg 536  0.000 0.000
ab_crg 537 0.035 0.035
ab_crg 538 -0.227 -0.302
ab_crg 539 0.187 0.187

redox_w 500 #value of E(1/2) in water
config 1 5

end
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The output le (redox_pdld.out) contains at its end theduling results:

PDLD SEMI-MACROSCOPIC ESTIMATE FOR REDOX IN PROTEIN

effective dielectric 2 4 6 8 20
(epsilon-p)

redox for structure 1. 662.52 581.25 554.16 540.61 512.93
redox for structure 2: 664.33 582.23 554.86 541.18 514.73
redox for structure 3: 658.27 579.16 552.79 539.60 514.22
redox for structure 4: 605.21 552.65 535.13 526.37 508.65

redox for structure 5: 599.73 549.84 533.21 524.90 509.92

average (mV) © 638.01 569.02 546.03  534.53 512.09

One of the best demonstrations of the usefulne$SAfARISis provided by the exten-
sive study of redox property of iron sulfur proteins (see [&f4]). The user can examine
this important class of proteins by running the demo comneedox/Fe_S.cluster.

3.5.9 Calculations of binding free energies

The development of a reliable method for the evaluation gbalie binding free energies
of ligand protein complexes is of signi cant practical anthflamental interest. An effec-
tive method should provide a guide for rational drug desiggh lzelp in providing a deeper
understanding of structure function correlation in pnatei Reliable estimates of binding
free energies should help in identifying and re ning leadngmunds in computer-aided
drug design. Different strategies can be used in studiebgiflate binding energies. This
include formally rigorous approaches such as the Free Erigegurbation (FEP) method,
which is usually restricted to mutations of small parts & ligand and the all-atom Lin-
ear Response Approximation (LRA) and its variants, whidbved one to calculate the
absolute binding energy of relatively large ligands. Moppraximated and signi cantly
faster approaches, which frequently focus on electrastaiergies, are also quite effective.
These include the scaled Protein Dipoles Langevin Dip&&4 O/S) method and the LRA
version of this approach (PDLD/S-LRA) as well as other apphes.

POLARIS provides the unique opportunity of evaluating binding fexeergy by the
most effective approaches including the PDLD/S-LRA, LRAI&dE. It also provides the
ability (which is not common to other programs) of comparihg different approaches
and understanding their interrelations. The main poirescigarly discussed in [59]

In order to understand the philosophy behind our calculatimf binding free energies
it is useful to start from the general binding cycle depidate#tig. 3.13. In the upper cycle
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Figure 3.13: A thermodynamic cycle that describes the bigdif a ligand to a protein and provides a clear
de nition of the LRA and LIE approximations. The electrostacontributions to the binding free energy,
Gilec: and Gg,ec, o can be calculated reliably by using the LRA method for theepss of “uncharging”
the residual charges of the polar ligand to zero in wadelr (b) and in protein€¢ ! d), respectively. The
estimation of the Gping: o term considers the lower cycle{ e! f ! c¢)and can be carried out by a

shrinking process describe in the text.
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(@! b! c¢! d),we start by taking the ligand)in water and “uncharging” it by setting
all the residual charges to zero. Next we take the non-pigand (9 and bind it to the
protein. Finally we recharge in the protein active site. The binding free energy is now
given by:

Gping; = Gapnt Gpct Gag

- w o p
= elec: T Gping; 0 + Gelec;‘

(3.19)

where Gying: 0 IS the free energy of binding the non-polar ligand to the @rgtwhile
e and G are the electrostatic free energies associated with eimate ligand

in water (w) and in protein (p), respectively.
Below we describe several strategies for evaluating theetterms of eq. 3.19.

PDLD/S-LRA calculations of binding free energies

The most crucial trick in the cycle of Fig. (3.13) is the foration of the binding free
energy as a sum of well de ned electrostatic terms plus a relugve term ( Gping: ) that
represents the binding of the uncharged ligand [6]. Themstatic terms lend themselves
to a convinient evaluation by the LRA and PDLD/S-LRA methdadparticular, we can
use the thermodynamic cycle of Fig. (3.14), which is in faet PDLD/S equivalent of the
cycle of Fig. (2.12) and the upper cycle of our original LRA} [6]. Now the relevant
PDLD/S-LRA electrostatic contributions are given by

Gl = GEF G+ GRS (3.20)

In evaluating the rst two terms of Eqg. 3.20, we start by calesing a single con gu-
ration (s) for the protein-ligand complex and a single camration (s") for the dissociated
complex. The effective electrostatic potential for botk ¢h! bandc ! d steps are
evaluated by the PDLD/S approach, where the results of theostgopic PDLD model are
scaled by considering the external cyatels ®! d°! danda! a°! B! b These
cycles involve a change of the dielectric constant of theesdlaround the protein from that
of water,",, to the value of the so-called protein dielecttig, (this parameter represents
the contributions which are not treated explicitly[74])heéloverall potentials for the two
cycles are given by

elec;’ elec;’

( Glec)s = Ubeer = . (3.21)

S+ ~0p 1 : 1
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Figure 3.14: A thermodynamic cycle for calculating bindemergy using the PDLD/S method. The inner
bindingcyclea! b! c¢! d)is equivalentto that of Fig. (3.13) and to a part of the cydded by Lee
et al[6] The electrostatic terms associated wath b andc ! d are evaluated by the external cycles in
the gure @! a’! B’! bandc! c®! d°! d)and are evaluated by using Egs. 3.22 with= 4.
The free energy Gying -0, @and the other contributions of Gping -0, are evaluated by Eq. 3.26 using an
approximationto thé&! e! f ! ccycle.

where we us&J rather tharlJ to designate the fact that is an effective potential rather
than the fully microscopic potential of the previous sewsio Gs, denotes the electro-
static contribution to the solvation free energy of the tadéd group in watee(g, G,
denotes the solvation of the protein-ligand complex in wat€o be more precise, Gg
should be scaled by=(1 1=",) but this small correction is neglected here. The values
of the Ggo's are evaluated by the Langevin dipole solvent moddjr is the electro-
static interaction between the charges of the ligand angribtein dipoles in vacuum (this

is a standard PDLD notation). In the present cbiéoe = 0. U, is the intramolecu-
lar electrostatic interaction of the ligand. Now the PDLDé¢Sults obtained with a single
protein-ligand con guration cannot capture properly tlifee of the protein reorganiza-
tion (see discussion in Sham et al.[65]) and a more consisatment should involve the
use of the LRA or related approaches (e.g., [6, 65]). This@ggh provides a reasonable
approximation for the corresponding electrostatic freergies by using the equivalent of

Eqg. 2.21:

1 i .
Slec” = 5 hUgec 10+ NUJec i (3.23)

wherex is p or w. The effective potentidl is de ned in Eq. 3.22hi- andhi-o designate

an MD average over the coordinates of the ligand-complexéir (polar and non-polar
forms. It is important to realize that the average of Eq. 3s28lways done where both
contributions to the relevarie . are evaluated at the same con gurations. That is, the
PDLD/S energies of the polar and non-polar states are eealah each averaging step by
using the same structure. However, we generate two setuaitgtes one from MD runs
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on the polar state and one from MD runs on the non-polar stéiis.is basically the same
approach used in the microscopic LRA but now with the effectiotentialUgec.

Next we have to evaluate the binding free energy of the ndarpigand, Gying: o,
of the lower cycle of Fig. (3.14), where we mutafdo a shrinked ligand® This muta-
tion procedure gives more stable results than those olot&ip@ur previous strategy that
involved the directo ! ¢ step, which requires a direct evaluation of the solvation en
ergy of the isolated protein. In implementing sfep c, it is not so practical to use the
LRA approach. The problem is that running trajectories whid potential of ®°may lead
to exponentially large contributions from the vdW energi€s® Thus, we approximate

G g -0 by
GRS, h Uf w0 (3.24)

where we average the PDLD contributions T&over trajectories obtained with the poten-
tial of “®and average the contributions froffover trajectories obtained with the potential
of *%° The effect of the protein reorganization upon change fr#o "°is neglected, since
it is assumed that the major part of the protein relaxatiaucin the charging step!  *°
(see however, ref. [34]). One may wonder why our electrastaintribution is different
than zero since the protein-ligand electrostatic intévads zero and thus the correspond-
ing FEP or LRA contribution will be zero. However, in an adt&&P procedure, that
considers the® ! “%transformation, the non-zero van der Waals contributigpedés
on the reorganization of the system. This contribution otsethe change in protein-water
(rather than protein-ligand) electrostatic interactisraaesult of water penetration and this
effect is approximated by our G%S",. The same approximation used in the evaluation of
GRS, is used for the vdw and hydrophoblc term giving

p - p
elec;’ 0' o h Uelec;‘Od 00= I‘Uelec;‘oq

= I‘U\/dw;‘O"O h Ulaw; od o0t P g0l 0 1 Uy od oo (3.25)

vdW w;vdW ;hyd w;hyd _
GP V GOQ o+ GPOQ.V\O G\oqy\

whereU,q , designates the PDLD vdW interaction dikgq designates the eld-dependent
PDLD hydrophobic energy.[13] Now our nal expression foGpjng:* o, iS

Gbind;‘0 = Gpoq N GV\SQ ~0
— Gp;elec + Gp Vd\\/\é + Gp hyq
GW vdyv Gy\éqhygio T ( Spo)w! p
= GEir?dL;‘DOS T( SY™P (3.26)
Theterm(  S%)" P represents the loss of con gurational entropy upon movitfgom
water to the protein active site rather than that associatdde ! f step. This is, of

course, not the case in FEP studies where the entropic lootitm is obtained in the® !
*steps. Finally, we scale the contributions tGpi,g- 0, by and use

n (0]
Gpind; 0 = GEir?dL;Po_S [T( S99 (3.27)

The results of our calculations depend, of course, on thization state of different
protein residues and thus on the pH of the surrounding sbivéhis pH effect can be
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calculated by our PDLD/S-LRA approach. In this approachgcaleulate rst the intrinsic
pK , of each ionizable residue and then evaluate the effectiegaotion between these
residues by a hybrid approach (for details see [65]). Thewtations include the ligand)

in its polar state. At any rate, we can write (this is eq. 12{&9])

h i h [
le=PDLD =S LRA _ 1 -
Ggiﬁdc= T2 melec o+ melec "0 g\llec o+ I‘Uelec *0 (3.28)
and with the non electrostatic term we get:
GPDLD =S LRA _— GeIeC:PDLD =S LRA + Gbind;‘ 0 (329)

PDLD/S-LRA/

Instead of calculating the electrostatic and non-eletdtimscontribution to the binding
free energy with the PDLD/S-LRA method, one may also appnate the free energy of
binding using (eq. (13) from [59]):
thjirl?dLD=S HA = Gg:ﬁgzp pLb=S LRA + (mvdw | I I vdw | | |) (330)

where GFee=PPP=S RA s calculated according to the equivalent of equation 3.23
- just as it is done in the standard PDLD/S-LRA approach tescabove - and the non-
electrostatic van der Waals term is scaled, using multiplear regression analysis de-
scribed in the next section, to t the experimental bindingef energy. This approach, re-
ferred to as the PDLD/S-LRA/method [59], together with LIE and LRA-type approaches
were successfully applied to calculate the free energidsnafing of series of inhibitors
complexed to various proteins [59]. As an example we ilhistithe use of the PDLD
routines ofMOLARISto calculate the free energies of binding of inhibitors ctewpd to
HIV Protease. All necessary input les can be found in thesdiory pdld_bindof your
MOLARISdistribution. The input lebind_1.inplooks like this:

relax.pdb keepnoh #load the PDB file
y
enzymix # enter enzymix for initial relaxation
relax
md_parm
np 5000
ss 0.001
temp 30
end
end
end
polaris #enter the POLARIS module
pre_pol #set some parameters for PDLD
ionres 25 #ionize ASP25 Achain
end
bind_pdld #enter he PDLD binding routines
regl res 199 #identify region |
config 0 4 #configurations to be done
md_parm_r #relaxation dynamics
np 45000
stepsize 0.001
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constraint_1 3.0
constraint_2 0.01
induce 2
indforce 1
end
md_parm_w #dynamics in water
stepsize 0.001
np 1200
constraint_1 3.0
induce 2
indforce 1
end
md_parm_p #dynamics in the protein
np 1200
stepsize 0.001
constraint_1 3.0
constraint_2 0.01
induce 2
indforce 1
end
end
end
end
end

In fact, using this input results in various output les gested byMOLARIS For the
PDLD/S-LRA/ approach the most important le producedomd_pdld_s Ira_beta.out
as it contains all the contributions necessary to calculedree energy of binding. How-
ever, also the lemd_lie.ouandmd_Ira.outare being generated BWOLARIS offering the
possibility of LRA or LIE analysis.

Apart for most PDLD-related energy terms that have alreaglgnbcovered in the
POLARIS section, the calculated free energies of binding can bed@irthe very bot-
tom of the le bind_pdld_s_Ira_beta.out

calculated PDLD/S-LRA/Beta binding free enregy

dG_bind = c1 *ddV_elec (PDLD)+ c2 +*ddV_nonelec (from MD)
= ddG_elec + ddG_nonelec

cl ddG_elec c2 ddG_ne dG_bind

PDLD/S-LRA/Beta estimate 0.50 -2.66 0.25 -7.75 -10.41

Thus, our calculated absolute free energy of binding usiagading factor of 0.25 for
the non-electrostatic contribution stands at -10.41 aseggto the experimental result of
-10.40 kcal/mol [59].

Linear regression (QSAR) treatment of the PDLD/S-LRA resuts

As we noted [116] the predictive power of the PDLD/S approeah be increased by
introducing an ad-hoc linear regression approach whicblvevscaling of the different
free energy terms. That is, in analyzing the binding of défe ligands to a given protein
we may write:

Goind = C1( GE*®  GE)+ C, Gpgoo- CalT( S (3.31)
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Here the Gs are correlation coef cients. The correlation terms cardetermined by
performing the calculations on several ligands and usirtgradsird linear regression treat-
ment (which can be found in standard softwares such as ErdéMathematica) and mini-
mizing the difference between the calculated and the obgeiith optimized correlation
coef cients you can study new ligands. Note that this apphoa not much different than
standard QSAR treatments except that now we deal with maatgative energy contri-
butions.

LRA, LIE and the LRA/ approach

POLARIS allows you to evaluate binding free energies by the moreroig® but much

more expensive all-atom LRA [8, 34] and LIE [117] approachésese two closely related
approaches (see discussion in ref. [34]) involve the theymamic cycle of Fig. 3.13
whose binding energy is given by Eq. 3.19. The electrostatitributions in this equation
can be evaluated by the microscopic LRA method using:

1
\(,avlec;‘ = §(< (\a,\llec;‘o! >+ < ;\Ilec;‘o! . >\0) (3'32)
1
= §(< g\llec;‘ >+ < g\llec;‘ > 0)
1
GZIec;‘ - §(< Uglec;‘o! ot < Uglec;‘O! ‘>‘0)

= %(< Ub...>+< Ub >

elec;” elec;”

whereUgec» designates the electrostatic interactions between thadignd its surround-

iNg. Here Ugieca = Uglec: Uelec:o and we make use of the fact tHagiec..o = 0. Now
we obtain from Egs. 3.19 and 3.32:
1h [
GIBE\Q = 2 (< Uglec;‘ 2+ < Uglec;‘ >0) (< Ug\llec;‘ >+ < Ug‘l’eC:‘ > o)
+ Going;0=( Ggec)™ +  Gping; o (3.33)

This is eq. (6) in [59] (where it has asmall typo of -' insteafi'+').  Gyjng> Can be
obtained by the lower cycle of Fig 3.18( e! f I ¢). In this cycle we shrink the
non-polar ligand,® to nothing,  in water, then bind the zero size ligand to the protein,
and nally grow it back to its original size in the protein. iBgives:

Gpind; 0 = Gpoq ‘0 %q ot Gping: 00 (3.34)

Theterms Gl% and Gy 0 can be evaluated, at least in principle, by FEP approaches
or related treatments (see ref. [34]). In most cases wemietese the PDLD/S estimate of
Eq. 3.27. Several approximations can be applied to Eq. 888.useful approach involves
the neglect ok Ugjec > 0. This is justi ed for a charging process in water where théara
dipoles are oriented randomly around the non-polar staldl@solvationenergy is given

by 1=2 < U %, > 1o[2]. In proteins, however, it is not fully justi ed to negles U ..., > 1o,
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since the protein environment can remain preoriented evtreipresence of the non-polar
ligand (see ref. [34]). At any rate one may try to use the axipration:

Gping;s = (< Uelec g\llec;‘ >)+  Going;o (3.35)
This expression leads to the so called LIE approximatior[1&hich expresses the

binding energy as (eq. (7) in [59]):

<uY

Gll;ilrI\Ed;‘ = (<Ug dec; )+ (< Uvdw © <Uywy >)  (3.36)

elec;”

where and are scaling constants whild,e.: designates the electrostatic interaction
between the ligand and its surrounding. The rational fos tras been provided in ref.
[117] by a some what less rigorous way than that used in aeyitdg. 3.33. That is,
gvist et al. [117] considered the electrostatic part of theling process as a transition
from a state (state A) with the isolated ligand in the gas elaasl a protein with a ready
made cavity (in the shape of the ligand) to a state (state Bravkthe ligand is bound
to the protein. The electrostatic contribution of this mes was estimated by the LRA
approximation. Although such a process is conceptuallidyal is dif cult to treat the
potentialU, in actual calculations without introducing an actual naap ligand (or a
related constraint) in the cavity. This problem was remaweal recent work[118], which
essentially used the cycle introduced earlier by Lee €it]ldthea! b! c! dcycle
of Fig. 3.13 of the present work and the upper cycle of Fig. febf[6]) to jusify the LIE
approach. The cycle of ref. [118], however, keeps the intlaoular interactions within
the ligand, upon annihilating the ligand-protein eledatis interaction, while Lee et. al.
also annihilated the intramolecular interactions withia tigand. Now the LIE approach
evaluatesthe Gying:: 0 term using the vdw interactions of the polar rather than polas
ligand (this is needed since the LIE does not involve sinmiatof the non-polar ligand).

As stated above our LRA approximation of Eq. 3.33 combinesaghproach used by
Lee et. al.[6] in the rst implementation of the LRA treatntan calculations of binding
free energies with a microscopic estimate of the entropin.telhis approach retains the
rigorous LRA terms of Eq. 3.33 but approximateSyng:: o by the PDLD/S contribution,
but we also use an approach called LR#&here Gyng: 0 IS estimated in the same way as
in the LIE approach by the ad-hoc scaling\gfi,. In this case we use (eq. (8) in [59]:

h i
= 1
Glt;:iﬁ_ = 5 ( Uele(: <UW >)+(<U >0 <U

elec;”
+ (< Uv aw; = < U\\/A(ij;‘ >-) (3.37)

elec;” elec;” )

The all-atom LRA, LRA and LIE calculations are done autoioally during the
PDLD/S calculations and the corresponding results arenginethe les called Ira.out,
md_Ira.out and md_lie.out.

Group contributions to binding

The PDLD/S approach can also be useful in estimating thdaretatic contribution of
each protein residue to the binding process. Theses cotitniis can provide a road map'
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for locating 'hot' residues whose mutations are likely taole the functional properties
of the protein [119]. The electrostatic contribution of theresidue [120] is de ned as the
change in the electrostatic contribution to the bindingrupwitation of the'f residue to a
Gly or upon turning off the residual charges of tHeresidue.
. (i) .
( Gg?v]d) =< l"'Jq S + < G +p Gp 1

6,1
] sol sol >0 (.._ u_) (338)
n n W
where < *) is the contribution to indicated term from tH residue. Since the effect of
the solvent around the protein is expected to be small whemeonized residue becomes
a non polar residue, we can approximate Eq. 3.38 by:
(i) ug’
( Gbind)unionized =< > (3.39)

in

For an ionized residue it has been found [120] that the besiitres obtained with the
simpli ed expression: _
(" Gino)ionzea =< -~ > (3.40)
(S

where" ¢ is the effective dielectric of Eq. 3.13.

This evaluation of the group contributions is done autocadiit during the PDLD/S
calculation of the absolute binding energy. The resultsammarized at the beginning of
the bind_pdlds.out le along with the corresponding averdistance between the residue
to the center of the bound ligand.

3.5.10 lonchannels

The POLARIS program provides a powerful way of studying ion channelst{palarly
when coupled with an automatic generation of channel coragans by the program
ENZYMIX. The program can provide the energy pro le for the ion pestéin through
a channel within the membrane taking into account the diffeelectrostatic contributions
from the channel's permanent dipoles, the water molecuakeigé and outside the channel
and the membrane induced dipoles. Extensive studies atdludin refs. [121, 122]. An

example for N& in a Gramacidin channel is given in: [123] old POLARIS com e for
channel - channel.com

3.5.11 Calculating electric elds

If the keywordfield is activated in theset_opt sublevel keyword irpre_pol level
keyword, undePOLARIS task keywords ilMOLARIS(see ref. manual) (it has a default
value of 0), then the program will create a le callédld.dat . This le contains the
coordinates of all of the protein atoms and Langevin dipoidbe system and the electric
eld vector at each point. This eld is due to the state A chesgthe region 2 charges and
the Langevin dipoles. The le is formatted with the follovghormat of each record:

Format: [5X,3F8.3,5X,3F8.3,5X,15] - rst three numberseahe coordinates of the
point and the last three real numbers are the electric elttorgthe nal integer is 1 for
region one atoms, 2 for region two atoms and 3 for Langevinldg
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The coordinates are in A and the electric eld is in units ofkelectron charge x A).

The le eld.dat can be plotted by the programMOLARISor by one of the users own
programs. If you do not havdOLARISone way to plot the eld is to generate atom pairs
from each eld vector, to incorporate these pairs in the PO8 and then to plot them
assigning, say, blue and red colors, respectively, to teeand second atom in each pair.

3.5.12 LD calculations using Chemsol

The program ChemSol is designed for the calculations ofesioin free energies by using
a Langevin Dipoles (LD) model of the solvent. The impleméntg parameterization
for agueous solution, and some applications of the modetleseribed in detail in refs.
Florian, 1997 and Florian, 1999. To obtain a copy of theseusaripts send an e-mail to
Jan Florian ( orian@rcf.usc.edu). Also, you can go to oubvpagehttp://laetro.
usc.edu for contact information and for running ChemSol on-linesfid charge.

Copies of the program ChemSol can be downloaded free of eliagn anonymous ftp
at: ftp.usc.edu, directory pub/warshel/cs.

3.6 Using the CG model

The CG model described in section 2.3 can be used in manycagiphs. Some are con-
sidered below, as well as instructions and demos for the dghilesions.

3.6.1 Trimming

We start this practical part by showing how you can use a spnatein (such as PDB ID
1SSO0O) as an input, and create a trimmed, i.e. coarse-gragmesentation of it. The input
le looks like this:

./sso_100ps_relax.pdb fold2 0 0 0 O # PDB input file

analyze
allres
makepdb
file_nm sso_simp.pdb
residue all
end
end # End of analyze
end # End of Molaris

In the following examples, as was done in previous sectitreshold characters denote
a keyword, and with italic we denoteMOLARIS"level". For example, from the input
given aboveallres is a keyword. On the other hanahalyzeandmakepdbareMOLARIS
levels. The text followed by the input le - "fold2 0 0 0 0" in ¢hexample above - consists
of the arguments to trim the amino acid residues accordingly

The analyzelevel of the input le will produce a new pdb le from the cooirthtes of
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1SSO in a CG representation. The name of the newly createdi®B& simp:pdh If
we do omit theanalyzesection - thus no pdb le will be produced - only a topology le
will be produced, containing the coordinates of the profes$O in a CG representation.
As in previous examles, the topology le is in a binary forms @pposed to the pdb les
and some otheOLARISoutput les in ASCII format. This binary can be used directly

described here can be found in the current checkout of tldefalemo/cg_demo of your
MOLARISdistribution. The input les required for trimming a protein MOLARISare
cg trim:inp and the lesso 10(ps relax:pdb

3.6.2 Run a coarse grained protein relaxation and perform baic cal-
culations

The input le cg_relax.inp in the directory demo/cg_dematzons instructions for a stan-
dard relaxation run iIMOLARISusing the simpli ed (CG) model:

#./sso_100ps_relax.pdb fold2 0 0 0 O  # Explicit PDB input fil e
Jsso_simplified_structure.pdb # CG PDB input file
enzymix

relax

rest_out sso.res
md_parm
temperature 300
nsteps 100
ss 0.001
region2a_r 40
gas_phase 1
simple_side_crg_f ./sso_lib.out
nonbond_lj_uh 10 8
hb_simp_gas_parm 2.0 1.0 15.0
end

end
end
analyze
allres
makepdb
file_nm sso_sm_relax.pdb
residue all

end

end # End of analyze

end # End of Molaris
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A few keynodes regarding the input le cg_relax.inp

Notice that the required pdb le can be in either the explioitm, followed by the argu-
ments "fold2 0 0 0 0", or in a simpli ed form, which was creatadan earlier run (without
any other arguments).

The rest of keywords/commands in thedax level are typical for this level, and the
user should be mostly familiar with them. The keywgias _phasdollowed by the value
of 1, is used here because the simpli ed model should be usdgmw water molecules
as solvent. One of the many reasons for the creation of the @@elis to reduce the
dimensionality of the system by not using explicit water aolvent. The introduction of
the self-energy term and the special treatment of the hyrbgnds in the studied system
should implicitly account for the effect of solvent (watém)the system. The keywords
nonbond_|j_uh andhb_simp_gas_parmare related to the energy contributions for the
hydrogen bonds in our studied system.

In order to perform a relaxation of the protein, the chargeth® simpli ed ionizable
side chains (ASP, GLU, LYS, ARG, and HIS) have to be consiileYéhen we require to
use certain charges for the ionizable residues, we can adesjtwordsimple_side_crg_f
followed by the name and the path of the le containing thergka in a speci c format.
In this example, the text le which contains the chargesregponding to an inonization
state in water at pH = 7, is calledo_lib.ou{see the demo folder in your current checkout
for this and all other required les). It is useful to be famaiized with the setting of the
standard charges. Speci cally, the text $so_lib.outooks like this:

24 40 10

4 1.00

6 1.00

8 1.00
10 -1.00
11 -1.00
12 1.00
15 -1.00
18 1.00
20 1.00
21 1.00
24 1.00
27 1.00
34 -1.00
35 -1.00
39 1.00
42 1.00
47 -1.00
48 1.00
49 -1.00
52 1.00
53 -1.00
59 -1.00
60 1.00
62 1.00

At the rst line of this le, the following information is fedinto the MOLARIScode: 1)
the number of ionizable residues we take into account. Ustlds number is equal to
the total number of ionizable residues. 2) the value of tle¢ediric constant used for the
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charge-charge interactions between the side chains. 3pthe of the dielectric constant
used for the charge-charge interactions between side ahdithe backbone atoms. In the
previous example, at the rstline of the le, we de ne the nber of residues to be 24, the
dielectric constant between protein side chains to be 40ttendielectric constant between
main chain atoms and side chain atoms to be 10.

The remaining lines of le sso_lib.out are the ionizableide® numbers of the protein
1SS0, followed by the charge the user requires the residhave during theMOLARIS
run. For example residue 12, which is lysine, has been asdigicharge of +1. The empty
spaces between the columns are not affecf@LARISto read this le. The user can
assign any value for these residues, for example if we waidue 47 to be neutral, we can
simply change the charge from -1 to 0, like the following:

39 1.00

42 1.00
a7 0.00
48 1.00

In considering the results of the relaxation run we will fsanly on the results that are
relevant to the CG model.
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Output

If the input le is run usingsso_lib.out le described above, then tthe output le
cg_relax.outafter 100 steps of MD would contain the following:

Energies for the system at step 100:

The simplified side-chain charge-charge interaction is
eqq_simp -14.28

The simplified VDW interaction is
sim_vdw -2.88

The simplified (normal relaxation) hydrophobic is
e_hydro -13.43

From this part of the output, we clearly see that the simpligde chain charge-charge
interactions are not zero.

In the output le fragment above we see three terms printbd:tbtal energy for sim-
pli ed side chain charge-charge (electrostatic) inteats (eqq_simp), the total energy for
van der Waals (VDW) interactions (sim_vdw), and nally thetal hydrophobic energy
contribution of the non polar amino acid residues of theistidystem.

3.6.3 MONTE CARLO (MC) Evaluation of lonization states

One of the key requirements of the CG model is the evaluatioaliable charges for the
protein ionized groups. This is accomplished here by a M@&ttnent of equation 2.68.
The MC procedure involves a proton transfer (PT) processcidna be used effectively in
constant pH simulations. The example below should serveuasfal starting point to get
you familiar with activating the MC procedure and providefast and effective way for
obtaining appareniK ,-s of the protein residues.

Input le

Arelatively simple input le for this process is cg_mcpifin your demo folder cg_demo)
containing several key featuresMfOLARIS and it performs one of the fundamental func-
tions of CG models, the evaluation of charges in a proteire ifiput le looks like the
following:
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#./sso_100ps_relax.pdb
Jsso_simplified_structure.pdb

cg_model
simp_to_expl_relax 1
simp_relax_steps 1 2
simp_mc_pt 1
ph 7

mc_steps 120
# Participated/protonated input

participated_res all
protonated_res 10 12 27 53 62

to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f r 0.00 4.0

end # End of simp_mc_pt

md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
nonbond_lj_uh 10 8
gas_phase 1
constraint_2 0.0
hb_simp_gas_parm 2.0 1.0 15.0
no_elong

end

end # End of simp_to_expl_relax 1
end # End of CG_MODEL

end # End of MOLARIS

Brief Explanations

We can use the fully atomistic form of the protein (sso_100glsx.pdb) or the CG form
(sso_simp.pdb created in out rimming excercise). In this example we do not use the
explicit one (it is commented out) but the CG form. Also netibe structure and the
sequence of the levels needed for this run. We start by gatiio the level ofcg_model
then the main level where our calculations will run, istmple_to explicit_relaxBut the
level where all the necessary information is inputM®LARISis simp_mc_pt A brief
explanation as to why and how we use some of the keywordsifsilo

The keywordsph and mc_stepsare used to specify the pH and the number of MC
steps of our run. Note that these values are independeng abtinesponding values of the
system when we are running our MD simulation. That meansefample, that we can
have a pH of our system to be 7, but the MC pH could be at 5 withmetfering with the
original pH of the system.
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The keywordgparticipated_res speci es, which ionizable residues participate in the
Monte Carlo proton transfer (MC PT) process. The arguméiititathis input le next
to participated_res means that ALL possible default ionizable residues (ASRJALY'S,
ARG, and HIS or its allotropic HIE), which are in the studiedtgin sequence, will be
included in the calculation. Another way of using this keyd/ the following:

participated_res all except LYS
participated_res all except 12 53
participated_res 2 4 6 10 .......

In the rst two lines of the previous input we specify all i@aible residues except for
certain exclusions. In the last example we specify ONLYaartesidues. Feel free to use
all types of participated residues declarations and cheekaorresponding result.

The keywordprotonated_res speci es that the initial states of the declared residues
(the residues whose sequence number is declared afterytverkh are protonatedSince
this keyword controls the initial proton con guration indlsystem, it therefore controls
the initial charges of the ionizable residues. Here we carthus sequence number of each
residue to declare it as protonated in the initial con gioat Note that instead of using
protonated_res one can use the keyworl@é_prot_res to load a prede ned (or previously
calculated) protonation state of the system. If such a lesed the user should not use the
keywordprotonated_res

The keywordsto_from_bulk_fqg, bulk_grid_rp andbulk f r are used to calculate
energy values related to the proton transfer between butkrvarrounding the studied
protein and the protein's ionizable sites.

The keywordo_from_bulk_fqg speci es the frequency of a MC PT move between bulk
and protein. For example, if the frequency has the value afid ¢his input le, it means
that for each 2 MC trials, there will be 1 MC PT trial betweee tiulk and the protein.
For the remainder of the MC trials, a MC PT trial between prottes only would be
attempted. The bulk - protein sites frequency is a matterchvhequires further work,
but for the time being it has been decided that MC PT runs wbale a 50% frequency
occurrence for a PT trial between bulk and protein sites &@ddfor a trial between two
protein sites.

The keywordbulk _grid_rp species the grid spacing of virtual waters surrounding
the protein - a smaller grid spacing means a denser covefageual waters around the
studied protein.

Finally, the keywordbulk_f r speci es the constants for the penalty function imple-
mented during a MC PT trial between bulk and protein sites.riéfldescription for the
penalty function is the following: A proton from water moldes, which constitute the bulk
surrounding the protein, should have a smaller probaklititynove (jump) into a protein
site, which is buried in the interior of the protein. On théethand, a proton from the
bulk should have a much higher probability to reach a siterégides at the surface of the
protein. This issue can be controlled by introducing a pgriahction, which increases the
energy of a MC PT trial if the proton has to cover a relativelyd distance into the interior
of the protein. The magnitude of this distance and the pgnalte introduced to the MC
PT trial are controlled by the two values used with the keydNmrlk f r. The rst value
controls the energy increase and the second value de nedeitn of the buried protein
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site.
The keywords used in thed_parm_simpevel have been explained in thed_parm
section ofMOLARISand will not be explained here.

Output

The results of the MC PT is printed in the output le named nepart_0.out. In this le,
the user can nd the following important results:

The MC optimized charges of the protein.
Self-energies of the ionizable residues.

The total electrostatic energy of the system, i.e. the sutheoélectrostatic contribu-
tions of the individual ionizable residues.

The partial charges of the participated ionizable residues

The total amount of hydrophobic energy contributions of lba-polar residues in
the protein.

The total amount of polar energy contributions of the padsidues in the protein.
The free energy of folding of the studied protein.

We will elaborate on each of the aforementioned results.erAthe MC PT has been
performed, the minimum electrostatic energy charges haem lgalculated, based upon
the self-energies and the charge-charge interactionseopdnticipated residues. At the
beginning of the le mc_report_0.out, we see an elaboralbdeta The rst 4 columns
contain the values of the MC minimum electrostatic energgrgés (third column) and
the partial charges (fourth column) of the participateddwess ( rst and second column).
Although self-energies are not directly calculated by MC th&y are an important part of
the CG model and are reported in tH& @olumn of the table. The other columns contain
information regarding intrinsicko, contributions and unfolding contributions and will not
be discussed here. However, a portion of the table is sholewbe

residue crg <gi> pKa pKa self E_pKa VQQ VQQ_mem E_elec E_pka E _pka
Intri appar e Intri res(i) res(i)  total v2 water

4 K«2 1.00 0.98 10.46 1029 -0.09 -4.78 -0.12 0.00 -489 -0.09 -4. 69
6 Kx2 1.00 1.00 10.44 1142 -005 -4.74 0.68 0.00 -406 -0.05 -4.6 9
8 Kx2 1.00 079 1041 1114 -001 -471 0.50 0.00 -420 -0.01 -46 9
10 Ex2 -1.00 -1.00 4.28 191 -003 -3.76 -1.63 0.00 -539 -0.03 -3 73
11 Ex2 -1.00 -1.02 4.21 096 -0.12 -3.84 -2.25 0.00 -6.09 -012 -3. 73
12 K»2 1.00 1.02 10.55 10.38 -0.20 -4.89 -0.11 0.00 -5.01 -0.20 -4. 69
15 D2 -1.00 -1.02 3.97 2.45 0.10 -4.18 -1.05 0.00 -5.23 0.10 -4.28

18 K2 1.00 0.92 10.49 10.22 -0.12 -4.81 -0.18 0.00 -4.99 -0.12 -4. 69

Total electrostatic energy

The total electrostatic energy of the studied system, wii¢che sum of the electrostatic
contributions of the individual ionizable residues, caisiof the intrinsic K 5 contribu-
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tions and those from the charge-charge interactions ofdhtecjpated residues.
The sum is mentioned in many parts of the mc_report_0.outTwo of them are the

following:
First one:

Total electrostatic DG

SUM OF Sigma{pKa_intr}
+ Sigma{VQQ}
+ SIGMA{VQQ_MEM}

Second one:

TOTAL Electr ENERGY (reported again)
e_tot -114.2737774815913

Total hydrophobic and polar energies

In the output le mc_report_0.out total hydrophobic eneapntributed by the non-polar
residues as well as polar energy contributed by the polétues can be reviewed in the
following parts:

HYDROPHOBIC ENERGY
(Not directly related to MC)
(Taken from the self energy method)
HHHHHH A
E_Hydro Non Polar
-17.43
E_Hydro Membrane
0.00
E_Hydro Polar
4.07
TOTAL HYDROPHOBIC ENERGY
-13.36
"POLAR" ENERGY Contributions
(Not directly related to MC)
(Taken from the self energy method)
S L
E_Polar Non Polar
0.14
E_Hydro Membrane
0.00
E_Hydro Polar
-0.35
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TOTAL "POLAR" ENERGY
-0.22

Some EXTRA KEYWORDS (for advanced usage of thancptlevel)

The keywordslielec_constdielec_factor, are used to specify values of the dielectric con-
stants used for the Monte Carlo process.

The keywordsize factorspeci es the fraction of the size of the protein system, Whic
contributes to the total folding energy of they system. Keigword is still under develop-
ment.

The keywordcg_radiusis used to specify values or the radius used to calculate the
polar and the non-polar neighbors of each ionizable resiflaa default, the radius for the
polar neighbors is 5 A, and for the non-polar neighbors is KAre information as to how
the values of the dielectric constants and the polar/ndarpadii should be handled can
be found in published work of the Warshel group (see e.g.[1€f3] and Section 2.3 on p.
48).

The keywordcg_b_defis used to control/modify the values of the constants used fo
the calculation of the self-energy, the hydrophobic enargy nally the polar energy of the
residues of the studied protein. This keyword can be handlearious ways. The user can
set the values of the constants for particular residues asictor example, ARG and LYS,
can set the values for a range of residues such as HYDRO or RQOa”a combination of
those two. Note that there is no special keyword that canifypatthe ionizable residues
such as ION. The constants speci ed by this keyword, have bescribed extensively in
the Warshel group publications (see e.g. ref. [103] andi@e&.3 on p. 48), and the
reader should refer primarily into theory sections whichkatioe self-energy, hydrophobic
and polar energy calculations. The keywatig hyd is also related to the calculation of
the hydrophobic energy of the non-polar residues of theiestudrotein. The keyword
step_savespeci es the frequency of saving the MC total electrostatiergy, i.e. in how

many steps we write in the output le the results of the MC @maare.

A version of a more elaborate Monte Carlo input le is presehin the le
cg mcpt_extra:inp . It can be found in the directoryg_demaof demo directory of your
current checkout and should look like this:

#./sso_100ps_relax.pdb
Jsso_simplified_structure.pdb

cg_model

simp_to_expl_relax 1
simp_relax_steps 1 2

simp_mc_pt 1
ph 7

pt_temp 300.0
mc_steps 12000
step_save 10

# Participated/protonated input

participated_res all
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protonated_res 10 12 27 53 62
# file_prot_res charges.out

dielec_const 80 0.5

dielec_factor 0.9 1

size_factor 0.15

cg_radius 5 7

cg_b_def POLAR -15 15 1.0

cg_b_def HYDRO 055 -1.22 1.0

cg_b def ASP -04 4 1.0

cg b def GLU -04 4 1.0

cg_b def LYS -03 25 1.0

cg_b_def ARG -03 25 1.0

cg_b_def HIS -0.3 25 1.0

div_hyd 5
to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f r 0.00 4.0
end # End of simp_mc_pt
md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
nonbond_lj_uh 10 8
gas_phase 1
constraint_2 0.0
hb_simp_gas_parm 2.0 1.0 15.0
no_elong
end
end # End of simp_to_expl_relax 1

end # End of CG_MODEL

end # End of Molaris

3.6.4 Evaluation of absolute folding energies

Below we provide two examples from our benchmark as well as ¢hbrrent re-
sults to the complete benchmark in the current version of gregram (see folder
demol/cg_protein_stabilifyy your MOLARISdistribution). A set of PDB les to reproduce
data in Tables 3.63 and 3.64 below is provided in the subfateproteins/all_pdbhand
the Perl script, which you can use to genefsf®LARISinput les and summarize data
for this set of protein, isll_proteins/cg_mcpt_s100k_all_proteinsRuinning this script
should generate tables like Table 3.63 (le natotal_ene_table.tytand 3.64 (le name
elec_ene_table.txbelow, which will be located in the folder with the name @sponding
to the current date e.g2014-09-09 Alternatively one can run input les directly using
MOLARISIinput les located in the subfoldeall_proteins/all_inp Please note that input
les need to be moved to the parent subfoldér proteinsor corresponding PDB le paths
in the input les would need to be changed. Below we explaitries in those tables.
In Tables 3.63 and 3.6Mame s a protein name or abbreviation. See Table 2.12 on
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p. 64 for full protein namesN residuesis a total number of residues in a proteinG
fold OBSERVED is an experimental protein folding free energy (see ref€3][1102])
FORMZ2 partial is an electrostatic energy term obtained using partialgggafrom MC
PT. FORM2 MC(min) is an electrostatic energy term (see Eq. 2.96 on p. 62) adtain
using whole residue charges (0 ofl), which minimize electrostatic energy (Eq. 2.68 on
p. 52) in the MC PTScaled sizas an empirical term taking into account effect of a protein
size on a folding free energyHydro * scale is a scaled hydrophobic energy term given
by Eq. 2.78 and discussed on p. 57 of the manual. A progranullefzaling factor of
1/2.8 was used in these calculations with parameters @ftding) provided in Tables 2.9
and 2.10 on p. 57VDW scaleis a scaled van der Waals energy term given by Eqgs. 2.65
and 2.66 discussed on pp. 51-52 of the manual with paramateveled in Table 2.4 on
p.51 (before scaling). A scaling factor of 0.1 (see Eq. 2.8%062) was used fovDW
scaleentries in Table 3.63 and is the program defatitG UF is the negative of a scaled
charge-charge energy estimate of an unfolded protein. 4rpro default scaling factor of
0.2 was used for this ternrRPOLAR is a polar energy contribution given by Eq. 2.77 and
discussed on p. 56 of the manual with parameters providedhbteT2.8 on p. 57M_ch

+ HB is a combined and scaled main chain solvatidn ¢h) and hydrogen bondindiB)
contribution term. Those terms are given by Eqs. 2.83 an@l &8l discussed on p. 59
of the manual. Program default scaling factors of 0.25 ath8 @.ere used for main chain
solvation and hydrogen bonding terms, respectively (see2Ep on p. 62).DG partial

is a total folding free energy (Eg. 2.95 on p. 62) calculateohg partial charges for an
electrostatic termKORM2 patrtial ). diff is a difference between calculat®ds partial
and experimentdDG fold OBSERVED folding free energiesDG MC(Min) is a folding
free energy calculated usirgORM2 MC(Min) electrostatic termdiff2 is a difference
between calculate®@G MC(Min) and experimentaDG fold OBSERVED folding free
energies.

In Table 3.64PART entries refer to electrostatic energy values obtainedgusartial
charges from an MC PT ruMC(Min) entries refer to electrostatic energy values obtained
using whole residue charges (0 of) providing minimum electrostatic energy (Eq. 2.68
on p. 52) during an MC PT runvQQ is a charge-charge interaction term for all protein
ionizable residues calculated using Eq. 2.69 (p. 52) witlistadce dependent constant
given by Eq. 2.97 (p. 62)Selfis a self-energy term associated with charging ionizable
residues in their speci ¢ environment (see Eqs. 2.70-27®p. 53-55 with parameters
given in Table 2.7 on p. 54)Corr is a correction term obtained using Eq. 2.98 (p. 62).
FORMZ2 is a total electrostatic energy term calculated as a suni@®, Self, andCorr
terms (see Eq. 2.96 on p. 62).



Table 3.63: Protein folding free energies (in kcal/molfirMC PT calculations using the CG model.

Name N DG FORM2 FORM2 Scaled Hydro VDW -DG POLAR M_ch DG diff DG diff2
Residues fold partial MC(Min) size *scale *scale UF + HB Partial MC(Min)
OBSERVED  1+5+6  1b+5b+6 (7) (8) (9) (10) (11) (12) FORM2+7 FOR M2+7
+8+9+10 +8+9+10
+11+12 +11+12
1 Snase 136 -6.20 -10.58 -10.70 26.70 -24.56 -1.43 0.54 -0.78 5.80 -4.30 190 -4.42 1.78
2 DPHS (1) 137 -11.90 -11.59 -11.58 27.05 -26.48 -1.48 0.50 -0 .82 6.59 -6.23 5.67 -6.22 5.68
3 ribonuclease 212 -10.50 -5.49 -3.02 3957 -63.97 -2.07 0.0 0 -0.20 21.29 -10.87 -0.37 -8.40 2.10
4 barstar 89 -5.70 -0.97 -0.71 17.20 -19.93 -0.82 0.12 -0.83 1 .92 -3.31 2.39 -3.05 2.65
5 bc_csp 66 -5.00 -6.49 -6.55 13.46 -17.49 -0.47 -0.23 -0.01 2 43 -878 -3.78 -885 -3.85
6 sso7d 62 -8.00 -8.54 -8.54 1290 -13.36 -0.41 0.11 -0.22 0.2 6 -9.26 -1.26 -9.25 -1.25
7 chey 118 -9.50 -9.87 -9.86 21.94 -3451 -1.12 0.91 -0.01 10. 92 -11.74 -2.24 -11.73 -2.23
8 fecy_cb562 (1) 107 -10.10 -10.86 -10.94 19.81 -21.48 -0.92 0.22 -0.26 372 -9.77 0.33 -9.85 0.25
9 thioredoxin 108 -9.00 -5.16 -5.35 19.50 -29.88 -0.97 -0.28 -0.30 7.29 -9.80 -0.80 -9.99 -0.99
10 apoflavodoxin 168 -4.30 511 8.75 32.27 -43.67 -1.87 -1.5 6 -2.48 6.79 -5.42 -1.12 -1.77 2.53
11 barnase_wt 108 -8.80 -14.20 -14.20 19.98 -17.44 -1.22 0.5 7 -1.31 247 -11.14 -2.34 -11.14 -2.34
12 Bnase_W94F 108 -8.00 -14.07 -14.07 1998 -17.41 -1.21 05 7 -1.32 247 -1099 -299 -10.99 -2.99
13 Bnase_W94L 108 -7.50 -14.12 -14.12 20.07 -16.62 -1.19 0.5 7 -1.32 2.47 -10.15 -2.65 -10.15 -2.65
14 mon_DHFR_WT (1) 161 -6.10 2.95 3.04 29.16 -46.54 -1.86 -1. 27 -0.28 10.56 -7.28 -1.18 -7.19 -1.09
15 mDHFR_W22L (1) 161 -4.00 2.96 3.07 29.25 -4493 -1.81 -1.2 7 -0.27 10.56 -5.52 -1.52 -5.41 -1.41
16 mDHFR_W30A (1) 161 -6.20 2.82 2.92 29.11 -4552 -1.79 -1.2 7 -0.27 10.56 -6.36 -0.16 -6.26 -0.06
17 bCSP_WT 67 -3.50 1.72 230 12.89 -1857 -0.52 -0.12 0.20 3. 53 -0.87 2.63 -0.29 3.21
18 bCSP_F27A 67 -2.80 1.78 2.39 12.85 -18.06 -0.49 -0.12 0.20 3.53 -0.31 2.49 0.31 3.11
19 bCSP_F17A 67 -2.00 1.78 239 1285 -18.06 -0.49 -0.12 0.20 353 -0.31 1.69 0.31 231
20 bCSP_F15A 67 -1.20 1.72 2.30 12.80 -18.12 -0.50 -0.12 0.21 3.53 -0.48 0.72 0.10 1.30
21 Ribos_s6_wt 97 -8.00 -10.50 -10.50 20.18 -17.40 -1.19 0.6 9 -0.60 3.24 -5.58 242  -558 2.42
22 |_repressor 87 -4.60 -5.72 -5.67 16.59 -19.23 -0.75 -0.03 -0.22 2.86 -6.49 -1.89 -6.44 -1.84
23 Bs_Hpr 87 -4.00 -2.77 -2.60 15.89 -18.91 -0.56 -0.33 -0.81 2.70 -4.80 -0.80 -4.63 -0.63
24 Arc_repressor 106 -4.60 -5.70 -5.65 2232 -2296 -1.33 O. 31 -1.02 092 -747 -287 -742 -2.82
25 GDH_Domain2 234 -4.90 -10.30 -10.05 44.37 -62.56 -2.07 -0 .23 -042 21.19 -10.03 -5.13 -9.77 -4.87
26 Ferridoxin 59 N/A(2) 1.09 1.25 9.96 -6.20 -0.35 -0.07 -0.0 6 2.08 6.45 N/A 6.60 N/A
27 Sac7d 66 -7.40 -12.29 -12.19 13.64 -12.32 -0.58 0.28 -0.28 1.20 -10.34 -2.94 -10.25 -2.85
28 Ubiq_F45W 76 -7.40 -8.35 -8.37 1564 -12.19 -0.67 0.34 -0. 42 0.88 -4.77 2.63 -4.79 2.61
29 Interleucine 160 -9.10 -19.13 -19.53 30.22 -29.26 -1.60 O .46 -2.05 7.01 -14.35 -5.25 -14.74 -5.64
30 RNase_A 124 -9.20 -6.68 -6.83  22.02 -10.29 -1.25 0.54 -3.3 0 145 -11.51(3)-2.31 -11.66(3)-2.46
31 RNase_T1 104 -5.70 -1.18 -1.79 16.60 -16.59 -1.17 -0.19 -2 42 1.30 -10.64(4)-4.94 -11.25(4)-5.55

The results in this table were obtained using 1,000,00GsiepMC PT. The results within 0.1 kcal/mol of the reportedrggesalues can be obtained usinng 100,000 steps of MC PT.hH&)igland
contributions are not explicitly included in these CG cédtions. (2) Ferridoxin without the SHigand is considered unstable. (3) 4 disul de (S-S) bondtdbation of -14.0 kcal/mol was added a
posteriori (-3.50 kcal/mol per bond). Raw values from thegoam were 2.49 and 2.34 kcal/mol using partial or MC(mirgrgles. (4) 2 disul de (S-S) bond contribution of -7.00 koah was added a
posteriori (-3.50 kcal/mol per bond). Raw values from thegpam were -3.64 and -4.25 kcal/mol using partial or MC(naimarges.
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Table 3.64: Electrostatic components of protein foldineefenergies (in kcal/mol) from
MC PT calculations using the CG model.

Name PART PART PART PART MC(Min) MC(Min) MC(Min) MC(Min)
VQQ Self Corr  FORM2 VQQ Self Corr FORM2
[5] [1] [6] 5+1+6  [5b] [1b] [6] 5b+1b+6
1 Snase -1469 410 0.01 -10.58 4.08 -14.78 0.00 -10.70
2 DPHS (1) -15.06 346 0.01 -11.59 3.44 -15.03 0.00 -11.58
3 ribonuclease  -26.40 1887 2.05 -549 20.88 -24.91 1.01 -3. 02
4 barstar -3.65 259 0.08 -0.97 1.89 -2.60 0.00 -0.71
5 bc_csp -7.01 051 0.01 -6.49 043 -6.98 0.00 -6.55
6 sso7d -8.10 -045 0.00 -8.54 -0.45 -8.09 0.00 -8.54
7 chey -20.52 10.61 0.04 -9.87 10.69 -20.55 0.00 -9.86
8 fecy cb562 (1) -14.73 3.81 0.06 -10.86 3.81 -14.76 0.01 -10 .94
9 thioredoxin -13.24 788 020 -5.16 853 -13.97 0.10 -5.35
10 apoflavodoxin 437 027 047 511 0.53 7.98 0.24 8.75
11 barnase_wt -13.17 -1.04 0.01 -1420 -0.99 -13.21 0.00 -14 .20
12 Bnase_WO94F -13.17 -0.91 0.01 -14.07 -0.86 -13.21 0.00 -14 .07
13 Bnase_W94L -13.17 -0.96 0.01 -14.12 -0.92 -13.21 0.00 -14 12
14 mon_DHFR_WT (1) -7.49 9.98 045 295 1045 -7.64 0.24 3.04
15 mDHFR_W22L (1) -7.52 10.02 0.46 2.96 10.48 -7.64 0.24 3.07
16 mDHFR_W30A (1) -7.51 9.88 045 2.82 10.33 -7.64 0.24 2.92
17 bCSP_WT -1.17 279 010 172 266 -0.36 0.00 2.30
18 bCSP_F27A -1.20 288 010 178 276 -0.36 0.00 2.39
19 bCSP_F17A -1.20 288 0.10 1.78 276 -0.36 0.00 2.39
20 bCSP_F15A -1.17 278 010 172 266 -0.36 0.00 2.30
21 Ribos_s6_wt -16.13 563 0.00 -10.50 5.63 -16.14 0.00  -10. 50
22 |_repressor -6.76 1.03 0.01 -5.72 1.05 -6.72 0.00 -5.67
23 Bs_Hpr -3.80 1.00 0.03 -2.77 0.95 -3.55 0.00 -2.60
24 Arc_repressor -9.57 3.87 0.00 -5.70 3.88 -9.52 0.00 -5.65
25 GDH_Domain2 -27.27 16.45 051 -10.30 17.95 -28.10 0.10 -1 0.05
26 Ferridoxin -0.94 2,01 002 109 204 -0.79 0.00 1.25
27 Sac7d -11.53 -0.76 0.00 -12.29 -0.76  -11.44 0.00 -12.19
28 Ubig_F45W -9.58 123 0.00 -8.35 1.22 -9.59 0.00 -8.37
29 Interleucine  -20.32 1.18 0.01 -19.13 1.21 -20.74 0.01 -19 .53
30 RNase_A -6.45 -0.23 0.01 -6.68 -0.32 -6.51 0.00 -6.83
31 RNase_T1 -1.38 0.13 0.07 -118 0.42 -2.29 0.08 -1.79

The results in this table were obtained using 1,000,00630ép1C PT. The results within 0.1 kcal/mol of the reported rgge
values can be obtained using 100,000 steps of MC PT. (1) ghedi contributions are not explicitly included in these G alations.

Example 01.MC PT run for a small basic protein SSO7d (PDB: 1SSO) staftmg a
previously relaxed structure converted to a CG representégee Section 3.6.1 on p. 132).
25,000 MC steps are usenh¢_stepskeyword). All ionizable residues (ARG, LYS, ASP,
GLU, and HIS) can participate in the MC PT (keywaqudrticipated_res) whereas every
2nd ionizable residue is initially protonated as speci gddbsequence of residue numbers
after protonated_reskeyword. Calculations are performed at 300K temp keyword)
and at pH = 76h keyword). Other keywords control simulation and force @arameters
as described above.

Jcg_trim/sso_simplified_structure.pdb
cg_model
simp_to_expl_relax 1
simp_relax_steps 1 2
simp_mc_pt 1

ph 7
pt_temp 300.0
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mc_steps 25000
step_save 1

# Participated/protonated input

participated_res all

# 1/2 of ionizable residues is initially protonated
protonated_res 6 10 12 18 21 27 35 42 48 52 59 62

dielec_const 80 0.5
dielec_factor 0.9 1

size_factor 0.044
cg_a_np_u_water 1.4
calc_gyration

cg_radius 5 7

pka_int_shift 0
to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f r 0.00 4.0

end # End of simp_mc_pt

md_parm_simp
temperature 300.0
nsteps_simp_gas 0
ss 0.0010
simple_c_scaling 1.0
cutpp 300
nonbond_lj_uh 10 8
gas_phase 1
region2a_r 100.0
constraint_2 0.0

hb_simp_gas_parm 2.0 1.0 15.0
no_elong
end
end # End of simp_to_expl_relax 1
end # End of CG_MODEL

end # End of MOLARIS

The results of MC PT are printed in lenc_report_0.ouin the output folder. For the
purpose of this tutorial we are mostly interested in foldfrge energies, which can be
looked up in themc_report_0.outising "SUMMARY OF DG Fold Form2 Partial, when
using partial charges" and/or "SUMMARY OF DG Fold Form2 MGyem using minimum
MC charges".

You can also run the followingrep commands from the output folder to extract this
information.

grep -A7 "SUMMARY OF DG Fold Form2 Partial, when using partia | charges" mc_report_0.out

grep -A7 "SUMMARY OF DG Fold Form2 MC, when using minimum MC ch arges" mc_report_0.out

You will get the following information:
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SUMMARY OF DG Fold Form2 Partial, when using partial charges
HHHHETH R R R ST S

Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold

Partial size *scale UF + HB Form2
[7] [8] [9] [10] [11] [12] Partial

-8.54 1290 -13.36 -0.41 0.11 -0.22 0.26 -9.26

SUMMARY OF DG Fold Form2 MC, when using minimum MC charges
B G P A S G L A L s 2 B R I A 2

Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold

MC size *scale UF + HB Form2
[7] (8] (9] [10] [11] [12] MC

-8.54 1290 -13.36 -0.41 0.11 -0.22 0.26 -9.26

It is the same information provided in Table 3.63 above (s#g/é for SSO7d) . The
numbers from the last column from the extracted output frexging-9.26 kcal/mol in both)
can be directly compared to an experimental value of -8. &0/ikml showing a good agree-
ment. Physical meaning of different energy terms is disstisbove.

A more detailed information regarding different energyrtey protonation states, in-
trinsic and apparent piks of ionizable residues etc. can be also founch report_0.out
as was discussed in previous examples. For a detailed eespci c summaries of elec-
trostatic self-energy, polar and hydrophobic energy doutions one can also refer to les
table_ion.txttable pol.txtandtable hyd.txtrespectively. MC PT run convergence can be
monitored by plotting electrostatic energy as a functiom ®C step using data from the
le Energy_pro le0.out MC(Min) charges and protonation states are also reponteéd i
charges.outwhich can be used e.g. for subsequent MC PT runs (see Ex&aielow).
This le contains number of particpated ionizable residé@kwed by lines for each of
those residues containing residue number, name, its cf@dige 1), and the protonation
state (1 - protonated, O - not protonated).

Example 02.MC PT run for a small protein Bs_Hpr, the histidine contagnprotein
from Bacillus subtilis (PDB: 2HID) starting from a previduyselaxed atomistic structure
(le bs_hpr_100ps.pdbwhich is read and automatically converted to the CG regres
tation with existing H atoms from the pdb removed and reh@dt the backbone) us-
ing keepnoH keyword. 100,000 MC steps are usedc( stepskeyword). All ionizable
residues (ARG, LYS, ASP, GLU, and HIS) can participate int@ PT (keywordpartic-
ipated_re9 whereas their initial protonation states are read (useagrot_res keyword)
from the le bs_hpr_charges.ouvhich can be generated from a previous MC PT run (typ-
ially as le charges.outn the output folder, see a previous example) or created aignu
This is an alternative way for specifying ionization statesisingprotonated_res key-
word as was done in a previous example. Provided a suf gidatfje number of MC steps
is used the results shold be the same or very similar but fypegimost likely protona-
tion states for all ionizable residues will likely resultarfaster convergence. This method
should also be used if one needs to add an effect of an elgetiahd/or external voltage
a posteriori and use MC(min) charges from a previous MC PTfouthese calculations.
As in the previous example calculations are performed atk3Qpt_temp keyword) and
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at pH = 7 ph keyword). Other keywords control simulation and force @drameters as
described above.

Jbs_hpr_100ps.pdb keepnoH
cg_model

simp_to_expl_relax 1
simp_relax_steps 1 2
simp_mc_pt 1

ph 7
pt_temp 300.0
mc_steps 100000

step_save 1
# Participated/protonated input
#

participated_res all
# read a file with charges from
# a previous MC PT run

file_prot_res ./bs_hpr_charges.out

dielec_const 80 0.5
dielec_factor 0.9 1

size_factor 0.044
cg_a_np_u_water 1.4
calc_gyration
cg_radius 5 7

pka_int_shift 0
to_from_bulk_fq 2
bulk_grid_rp 4.0
bulk_f r 0.00 4.0

end # End of simp_mc_pt
md_parm_simp

temperature 300.0
nsteps_simp_gas 0

ss 0.0010
simple_c_scaling 1.0
cutpp 300
nonbond_lj_uh 10 8
gas_phase 1

region2a_r 100.0
constraint_2 0.0

hb_simp_gas_parm 2.0 1.0 15.0

no_elong

end

end # End of simp_to_expl_relax 1

end # End of CG_MODEL

end # End of MOLARIS

The results of this MC PT run can be found in the_report_0.oute. As in a previous
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example folding free energies can be extracted e.g. by using

grep -A7 "SUMMARY OF DG Fold Form2 Partial, when using partia | charges" mc_report_0.out

grep -A7 "SUMMARY OF DG Fold Form2 MC, when using minimum MC ch arges" mc_report_0.out

You will get the following information:

SUMMARY OF DG Fold Form2 Partial, when using partial charges
BB R R R BTt

Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold

Partial size * scale UF + HB Form2
[7] [8] [9] [10] [11] [12] Partial

-2.77 1589 -18.91 -0.56 -0.33 -0.81 2.70 -4.80

SUMMARY OF DG Fold Form2 MC, when using minimum MC charges
B G P A S G L A L s 2 B R A 2

Form2 Scaled Hydro VDW -DG POLAR Mchain DG fold

MC size *scale UF + HB Form2
[7] (8] [9] [10] [11] [12] MC

-2.60 15.89 -18.91 -0.56 -0.33 -0.81 2.70 -4.63

It is the same information provided in Table 3.63 above (sgeye23 for Bs_Hpr)
. The numbers from the last column from the extracted outragnient (-4.80 or -4.63
kcal/mol using partial or MC(Min) charges, respectivelghde directly compared to an
experimental value of -4.00 kcal/mol showing a good agregntehysical meaning of dif-
ferent energy terms is discussed above. As in a previous@rata Energy pro le0.out
can be used to monitor MC PT run convergence. Eflarges.outontains a new set of
MC(Min) charges for ionizable residues, which are the samtha initial ones (from le
bs_hpr_charges.oyin this case meaning that MC(Min) state did not change.

3.7 Effect of Electrolyte and Membrane Potential

3.7.1 Introduction

We will concentrate on Kv1.2 channel for which both open aloded conformations are
available. Currently one needs to transform full-atom oG representation, in order
to include effect of electrolyte and membrane voltage, beeanodel works with CG only.
It is assumed by the program that channel pore and direcfitimleomembrane potential
coincidence witlZ axis, the second important requirement is presence of theeanbrane
in order to calculat®/gey .

If one starts from full-atom pdb protein should be rotategare is inZ direction, then
full-atom protein should be converted to CG representaaod nally membrane should
be built and membrane atoms inside pore and cavities sheulleted and after that one
needs to check that the membrane is at.

Equilibration regimes for calculation of thermodynamialstity and gating charge are
different. Two sides of electrolyte are ether equilibraiegether or separately.
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All the les required for the run and additional les with metl description can be
found in molaris demo directory in subdirectory voltageriea. It has not only voltage
les but also necessary steps for creation of the interntediAt present moment it takes
up to an hour for complete run of the simulation, but one castatg submit.pbs script in
order to run only one structure for a given membrane potenkde sampleResults has
sample output from the simulation after running of the tBrergy.sh script. It should be
noted that with future molaris model and with developmenthef CG model, energetics
may change, but change in stability of structures shouldeeled.

3.7.2 Input Files Description

The main part of the input le is similar to the regular CG irple with additional de-
scription of the electrolyte and membrane voltage as wetloapling to CG free energy.
At present simulation protocol consist of two runs: rst C@nslation coupled to mem-
brane potential is performed till minimum of free energyckiaved, during the second run
coupling between CG and electrolyte is switched on. For tserun approximately 10000
to 50000 steps is usually enough to achieve convergenceagm of Kv1.2). At present
electrolyte subroutine is called each MC step and it is cdatmnally intensive, that is
why electrolyte-coupled simulations (second run) is panted for only 10 MC steps.

OPENED_membrane.pdb

analyze
#charge_zwit_membrane Z 0.1 -0.1
ionic_grid
voltage -0.2
ig_rec_for_membrane 80. 80. 400. 5. 10.0 0.15 0.15 80.0
period 0

run_mc_pt 1
equilibration 1
numberOflterations 0
step0 0.01
K_equilibration 10.0
#write_restart 200.rest
#read_restart 1000.rest
end
simp_to_expl_relax 1
# ... part deleted for brevity
# as in regular MC for CG model
exclude_e_bat
simp_mc_pt 1

ph 7.0

mc_steps 1000

step_save 1

participated_res 2 3 12 14 18 25 30 32 33 34

# ... see demo file for all participated resiues (deleted for brevity)
participated_res 1518 1527 1558 1559

file_prot_res charges.out
# ... part deleted for brevity
# as in regular MC for CG model
end # End of simp_mc_pt
md_parm_simp
# ... part delted for brevity
# as in regular MC for CG model
end
end # End of simp_to_expl_relax 1
end # End of Analyze
end # End of MOLARIS
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One can see that input le is exactly the same as for regulan®@@n one run CG
on analyze level (as rst implemented in Molaris) with theception of addition of the
levelionic_grid. This new level describes electrolyte interaction withtpno charges and
membrane potential.

Here we describe all the keyword on tiomic_grid level. Keywordvoltagedescribes
difference in the membrane potential for two electrolytiisons in volt, it is assumed that
potential is a difference between potential from electeolution on the left (smallet
coordinates) and potential of the right (largercoordinates) solution. For the developer,
it should be noted that most of the actual calculations aredo kcal, so care should be
taken in units conversions while reading source code.

The main keyword isg_rec_for_membranepeci es box size of electrolyte, this grid
is build around center of the system, next vdw cutoff for gaittl protein or membrane
atom is speci ed followed by spacing for the grid. And themcentration of electrolyte in
the left and right compartments is de ned and the last nunsbdielectric constant.

The keywordperiodde nes number of periodic images of gridxyy directions. It has
been tested on electrolyte solution and electrolyte witimim@ne but not with protein in
the system.

The keywordrun_mc_pt Ispeci es that electrolyte-voltage coupling is done with MC
PT, run_mc_pt Oallows one to run subroutine on analyze level without MC PT dnly
with uncharged ionazable residues (can be used for debpgpges).

The keywordequilibration 1forces two sides of electrolyte to equilibragejuilibration
0 forces separate equilibration of two electrolyte comparits.

The keywordnumberOflterationsle nes number of iteration for electrolyte equilibra-
tion.

The keywordstepOspeci es generation of the next electrolyte charges froencitnrrent
charges.

The keywordK_equilibrationde nes additional potential used for faster convergence.

Additional keywordswrite _restart andread_restart add ability to save electrolyte
charges in restart le.

All other keywords are standard. After run is done with aboentioned input le we
need to switch electrolyte coupling, for this purposes we aidditional simulation with
input le wherenumberOflterations 10 allow equilibration of electrolyte anac_steps
10, everything else stays the same. If during the rstrun orexsps le_prot_resdifferent
from standard nameharges.oubne also need to change it.

3.7.3 Output les

After MC PT is performed, followed by several steps of MC PTgled to electrolyte-
voltage subroutine nal free energy of the system can be danmc_report_0.out

This output le is standard MC PT run with additional infortian about electrolyte
energy and effect of electrolyte and membrane voltagekon Two additional lines added.
First electrolyte energy is printed, followed by sum of MC ffde energy and electrolyte
energy.
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[1]+VQQ_partial+[7]+[8]+[9]-[10] 36.52
FORM2 +[8]+[11]-[10](TOTAL) -176.97
Electrolyte term 10.03207690887927
TOTAL ENERGY(MC_PT+electrolyte) = -166.9405453367622

[12] Average VQQ (hopefully it is correct) NaN

SUMS of Minimum MC charges

3.8 Langevin Dynamics Simulation of lon Channels

3.8.1 Introduction

ProgramChannelixwas written by group members of Prof. Warshel lab for studf@en
channels, but it is also possible to use this program as a@drengevin Dynamics (LD)
program for the systems without chemical bonds (which cgueblems in integration
algorithm at present).

Itis assumed that the pore iszrdirection and that the center of the pore kas0;y =
0 coordinates. Coordinate system is the consistent for pilltiries.

Program can be run from command line as usual and all inpubatmlt les will be
in the current directory:

| Ichannelix<gramicidin.inp>gramicidin.out |

3.8.2 Input Files Description

Let's explain setup of input les for the system schemafticahown on the gure 3.15. It
represents gramicidin A channel in the membrane but theeineegy barrier through the
pore is arti cially lowered to allow fast simulation.

The main input le isgramicidin.inpcontains main information and also speci es in-
formation about all other input les. The name of the le istaally not important and
can be changed. The sequence of commands is important agsielir initial comments
lines, order should be keep the same otherwise informatitbmet be parsed correctly.

First 4 lines ofgramicidin.inpare required comments, next lineds for integration
algorithm, then mass of the ion (at present only one ion tgpalowed and mass is the
same for cation and anion), then friction coef cient, temgiare, total number of LD steps
and frequency for writing data to les.



3.8. LANGEVIN DYNAMICS SIMULATION OF ION CHANNELS 153

Figure 3.15: Gramicidin and system geometry
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B A G A I R S b e i B

# CHANNELIX 2.0 #
B A G A I S i i B

# #

0.001 #dt psec

23.0 #m amu

8 #g psec(-1)

300.0 #temp K

1000000 #n steps

10000 #j save steps

FreeEnergy.dat # free energy profile (DELETE comment for ru n)
SodiumClorides.dat # ions in the system (DELETE comment for run)
ionazableRes.dat # fixed chagred residues (DELETE comment for run)
gramicidin.dat # information about channel geometry (DELE TE comment for run)
A # output directory (DELETE comment for run)

F # wall

F # cylinder and membrane

T # charges

F # solv

T # ion pulling

T # lang_type ! change for regime

0.0 #potenital in mV

0.0 #potential in mV

0.2 50 # K pulling zO for pulling

# T= Kkill interactions (wall,cylinder,charges,vdw,solv, mb)

#

#lang_type=T dt *g<<1l under

# =F dt xg>>1 over

#

The le gramicidin.inpde nes les with free energy pro leFreeEnergy.dations that
are movablesodiumClorides.datxed ionazible residues of the proteinnazableRes.dat
(not used or tested), and information about system and ehg@ometrygramicidin.dat
Please note that for the actual run one need to delete corarfgtatting with #) for lines
speci ed in the input (this is technical limitation due cent parsing approach).

Then there are logical variables that specify presence serate of speci c interac-
tion, here order again is of importanceall means interaction of the ion(s) which keep
it within the cubic systemg¢ylinderandmembrane describes repulsive interaction of the
membrane and pore of the channel (in x,y directionbpgres switches off/on explicit
charge-charge interactions with ions fraomazableRes.dasolv describes solvation pro-
le in pore(z-direction),ionpulling switches on/off additional pulling potential. For all of
above mentioned logical variablesmeans keep interactioi, means switch interactions
off.

Last logical variable describes underdump or overdummmatéeon mechanism, as can
be seen from the comment.

Next two lines describes external potential in the left canipentt < Zceneer ) @and on
the right@ > Z.enter ), linear potential approximation is use for the pore/ meambrregion.
This is used for simulation of the membrane potential.

Pulling potential is described by:

Ut = K (z  2)?

and used as a way to accelerate dynamics of the system as irapptDach.
File FreeEnergy.datontains free energy (in kcal) pro le for z coordinate of there
and also specify number of points in the pro le (linear iqtelation is used for the inter-
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mediate z values). Pro le is also plotted on gure 3.16, iarsi cially too low to get faster

transition through the pore.

Free Energy (kcal)

Figure 3.16: Free Energy pro le in z direction
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File SodiumClorides.datontains coordinates of positive and negative ions which ca
move (diffuse) in the system. The rst line speci es totalmber of ions in the system,
second line speci es how many ions can move through the aafor the rest there is
repulsion from the pore entrance. It should be noted thabafh name of the ion is
required it is not used and only important data are charggésaordinates. Also at present
mass is fromgramicidin.inp le. In the current simulation only Sodium ions can move
through the pore.

#4

#2

K 1.000
K 1.000
Cl -1.000
Cl -1.000

0.000

0.000
0.000
0.000

0.000

0.000
0.000
0.000

-16.000
50.000
-50.000
20.000

It is possible to specify additional xed charges for thetgys in le ionazableRes.dat
although it is computationally expensive. This le is noedsfor gramicidin and put here
just as example of the format.
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#5
-1.00 15.909 8.000 13.682 29 GLU
1.00 24.370 1.768 16.866 30 ARG
1.00 18.861 -2.335 18.814 42 ARG
-1.00 8.167 -3.061 13.573 58 ASP
1.00 2.383 -23.520 17.965 127 ARG

File gramicidin.datcontains information about the geometry of the channel &ed t
system. The rst two lines are required comments, then xgmes are de ned as in
gure 3.15. Next we specify boundary for the pore of the chelrand dimensions of the
membrane(but membrane dimensions are not used at present).

For channels like KcsA, Kv1.2 geometry of the pore is more glicated than simple
cylindrical pore of the gramicidin, e.g. in Kv.1.2 there #nese distinct regions: selectivity
Iter, cavity and gate. These regions has different poreirdtat's why next line specify
how many such regions do we have - one for the case of gramicaind the following
lines (again one for gramicidin) de ne such a regions. Firgtnber is the end of the
current regions, the start is implicitly calculated as eitstart of the pore(MINCHANZ) or
previous region. And the last two numbers are pore radiuth®given region and force
constant for repulsion from the walls of the pore.

# file contains infromation about ion channel

# geometry and geometry of the system (channelix2.1 ver)
-50 50  #XMIN and XMAX

-50 50  #YMIN and YMAX

-100 100  #ZMIN and ZMAX

-15 15 # MINCHANZ and MAXCHANZ

-15 15 # MBZMAX and MBZMIN (assume that x,y dimens. correspon d to XMIN,...)
1 #number of parts of the channel with different radius
15 45

All les described above are required for the simulationmeviesome features are not
used.

3.8.3 Output les

After all input les correctly parsec¢hannelix performs LD for all ions speci ed in the
SodiumClorides.dat et's here describe several important output les and thidh them.
For the sake of brevity blank line is the output les were detkto save space.

File gramicidin.out(or in geenral results from stdout) contains general iomésam
about timing of the run and also information about succeseabvement of the ion(s)
through the pore.
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Program CHANNELIX: Oct 25 2010

Reading input files: Time: Mon Apr 30 16:14:49 2012

Killing CHARGE

Killing ion pulling

.dt *g<<l regime...

Intracellular Potential (mV) 0.000000000000000
Extracellular Potential (mV) 0.000000000000000
FreeEnergy.dat

SodiumClorides.dat

ionazableRes.dat

gramicidin.dat

ions coordinates have been read ...

File with channel geometry has been read
solvation potential coordinates have been read ...

Reading is finished: Time: Mon Apr 30 16:14:49 2012

sigma = 30477.72575100492
sigma2 = 1.6359487789052562E-002

Calculations begin: Time: Mon Apr 30 16:14:49 2012

Calculations are finished: Time: Mon Apr 30 16:15:06 2012

File with namecurrent.dathas information about convergence of current as function
of time. First column is time and second column is ion curredigni cantly longer run
required to get passage of the ions through the pore andhiti'®©law will be satis ed.

0.00000 NaN

6.47800 0.0

6.47800 0.0
979.99900 0.0
989.99900 0.0
999.99900 0.0

File number.daprovides data about ions position in the system. lons aheeih the
left compartment, pore or right compartment.

0.00000 1 1 0

9.99900 0 1 1
19.99900 0 1 1
29.99900 1 1 0
39.99900 1 1 0
49.99900 1 1 0
59.99900 1 1 0
69.99900 1 1 0

File pass.dahas data for ion passage for each compartment.

0.00000 0 0
6.47800 0 0
6.47800 0 0
9.99900 0 0
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The le it param.out has important infomrmation about voelof the system, numnber
of ionc in each compartment, concentartion and the mostitapbpiece of information -
ion current. Also it has average temparature for the systeheach ion, these temperatures
should be around set up temperature in the input le, othemost probably simulation is

unstable.

INPUT PARAMETRS OF THE SYSTEM:

Volume inside (A"3) 56000.00000000000
Volume outside (A"3) 56000.00000000000

Number of (+) ions inside: 1
Number of (+) ions outside: 1
Number of (+) ions in channel: 0
Number of (-) ions inside: 1
Number of (-) ions outside: 1

Concentration of the (+) inside (mM): 29.64285714285715
Concentration of the (+) outside (mM): 29.64285714285715
Concentration of the (-) inside (mM): 29.64285714285715
Concentration of the (-) outside (mM): 29.64285714285715

OUTPUT PARAMETRS OF THE SYSTEM:

Average current (pA): 0.000000000000000
Average temperatures of the system (K): 311.62318
Average temperatures of each ion (K):

1 312.68987

2 310.13329

3 312.37666

4 311.29289

Filescoord_X.datwhereX is a ion number fronSodiumClorides.datontains trajec-

tory for each ion in the system.

ion 1.000 0.000 0.000  -16.000 0.000
ion 1.000 0.630 3.650  -13.962 0.078
ion 1.000 2.690 2.962  -14.841 4.046
ion 1.000 3.919 1530 -17.831 -3.141
ion 1.000 4.269 2.092 -17.186 -1.199
ion 1.000 6.515 1.740  -17.780 -4.983
ion 1.000 7.598 1.240  -15.649 1.716
ion 1.000 3.797 2.991  -15.541 3.673
ion 1.000 0.090 1.446  -16.820 1.848
ion 1.000 -1.733 0.039  -17.202 -2.717

ion 1.000 1.035 0.040 -17.238 -4.602

0.000
9.999
19.999
29.999
39.999
49.999
59.999
69.999
79.999
89.999
99.999

Filestemp_X.datwhereXis a ion number fronsodiumClorides.datontains temper-

ature for each ion in the system as function of time.

0.00000 NaN

9.99900 328.00014
19.99900 315.51859
29.99900 314.59204
39.99900 310.33967
49.99900 309.22200
59.99900 309.59408
69.99900 313.10663




Chapter 4

Inverse Keywords

4.1 The keywords at different levels

Table of the Keywords for the Analyze Level

Toread a restart le

To read a certain con guration from the PDLD restart le

To create a new PDB le from the restart

To read a topology le (instead of PDB or restart les)

To display all residues current loaded

To display all ionizable residues

To display all residues of a certain type

To display all atom sof a certain residue

To display all bonds of a certain residue

To display all angles of a certain residue

To display all torsions of a certain residue

To display all improper torsions of a certain residue

To specify the residue number and effective dielectric oba-ionizable residue
To calculate the total energy of the current system

To display the distance between 2 atoms

To calculate the RMSD between a restart le and a PDB le
To calculate a certain angle in the system

To calculate a certain torsion in the system

To calculate the radius of gyration (for a user de ned group)
To calculate the native HBOND network

To calculate the contact order

To calculate the distance between 2 residues

To calculate the distance between 2 sidechain atoms

This is not a valid keyword

To calculate the minimum distance between 2 residues (heavys only!)
To change atom coordinates

To diaplay all bonds above a certain treshold

To display all angles above a certain treshold

To display all main torsions above a certain treshold

This is not a valid keyword

This is not a valid keyword

To display all bad nonbonded interactions below a certastadce
To display all disul de bridges in the system

To display all salt bridges in the system

To display all SS bridges in the system

To calculate electrostatics for a selection of the systesid@radius r
To calculate electrostatics for a pair of residues

To calculate electrostatics for a pair of atoms

To calculate the center of the system (CM)

To calculate the center of a given residue and to specify acester and radius
To calculate the center of a selection of atoms

To adjust the center of mass (CM)

To nd all ionizable residues within a sphere

rest_in
rest_pdld_conf_in
rest_to_pdb
topf_in

allres
all_ionizable
restype

resatom

resbond

resang

restor

resitor
res_ion_vq
system_e
distatom
rms_pdb_res
get_ang

get_tor
get_gyration
get_native_hb
get_contact_order
distres
dist_cen_side_heavy
dist_ca_ca
minimum_distres
setxyz

chk_bond
chk_angle
chk_maintor
set_angle
chk_angle_ca ca _ca
chk_bad_nonbd_r
chk_disul de
chk_salt_bridge
chk_ss_bridge
electro_radius
electro_res
electro_atm
center_s

center_r
center_atoms
adjust_cm
sphereion
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To nd all residues within a radius from a center

To nd all atoms within a radius of a center

To add a new bond between two atoms

To display all bonds for an atom

To display all angles for an atom

To remove a bond between atoms

To render an atom dummy

To move a group of atoms

To mutate a residue

To mutate to a simpli ed residue (from simpli ed or expliciepresentation)
To mutate a residue to H20

To rotate hydrogen bound to heavy atoms

To rotate an atom

To rotate the axis

To rotate a helix

To make coordinate les from the movie binary le

To create les for viewing the electrostatic potential sué for region 1
To calculate the VDW surface area of the protein

To create a new PDB le from the current system

To make a new toplogy le of the current system

To make a new PDB le from 2 PDB les (by mixing_lambda)

To make a new PDB le from a restart le

To make a new PDB le from QM output

To make a new library entry

To translate the whole system

To replace a solute molecule in the system

To rigidly align CA of the current system with the CA of a PDEe |
To rigidly align CA of the current system with the CA of redtde
To list all HBONDS in a de ned cutoff cutoff range for that bds
To list all HBONDS that exist in the current structure and staet le
To return the residue number an atom belongs to

To compare the residues numbers between current systendahdeP
To uncharge the residues chraged from the amber library

To convert the CG model to the alfa-beta model

To calculate the non-bonded pairlist for speci ed CG resglu

To add main chain atoms

To add sidechain atoms

To minimize added sidechains using the steepest descenbdet
To convert simpli ed residues to explicit structures

To convert and relax simpli ed residues to explicit struetsi

To relax with 2 PDB structures — Ask Dr. Chu here

To ionize all resiues of the speci ed type

To ionize simpli ed residues of a speci ed type

To ionize united residues of a speci ed type

To add electrodes to the system

To add a membrane grid to the system

To add membrane electrodes to the system

To dock a ligand into a binding site

To de ne regionl atoms

To add a layer of membrane grid around the surface of specegtn 1 atoms
To remove membrane atoms within a sphere or cylindricalespac
To remove membrane atoms within a cubic or recangular space
To charge membrane atoms (top and bottom layers along aegpesis)
To build a LD grid around the system

To build an ionic grid around the system

To add a new C-terminal residue

To add a new N-terminal residue

To insert a new residue at a speci ed position

To remove a residue at a speci ed position

To print the group correlation matrix

To calculate the autocorrelation

To update the topology le

To generate a histogram from an external le

We need more explanation here, too big

sphereres
sphereatm

addbond
bonds_for_atom
angles_for_atom
removebond
set_atom_dummy
move_atoms
mutate_res
mutate_simp_res
mutate_res_to_h2o
rotate_h

rotate_atom
rotate_axis
rotate_helix
viewmovie

viewpot

vdwsurf

makepdb

maketop
makepdb_from_2_pdb
makepdb_from_rest
makepdb_from_gm
makelibl
translate_system
replace_ligand
superimpose_ca_pdb
superimpose_ca_rest
list_hbonds
list_hbonds_2
whichres
pdb_res_to_mol_res
uncharge_amber
cg_to_alfa_beta
cb_nonbond_list
add_main_atoms
add_sidechain
minimize_side
simp_to_expl_pdb
simp_to_expl_relax
expl_pdb_2_relax
iontyp
ion_simp_type
ion_united_type
add_electrodes
add_memgrid
add_mem_electrodes
dock_ligand
regl_atm
add_memgrid_surface
remove_mem_r
remove_mem_xyz
charge_membrane
Id_for_membrane
ig_for_membrane
add_res_at_end
add_res_at_start
insert_res
remove_res
write_grp_corr
auto_correlation
update_topology
general_histogram
calculate_w_ele_vdw

Table of the Keywords PRE_ENZ Level

To ionize a certain residue
To half-ionize a certain residue
To half-ionize all residues of a certain type

ionres
ionres_half
iontyp_half
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To unionize a certain residue

To ionize all residues of a certain type

To ionize all DNA residues inside a given radius with -1

To ionize all residues of a certain simpli ed type

To set a new charge for a speci ed atom

To set the charge to zero for speci ed residues

To set teh charge to zero for every mainchain atom in a speécesidue
To change atom coordinates

To charge membrane atoms (top and bottom layers along aepegis)
To calculate electrostatics of a regionl residue with regio

unionres

iontyp
ion_phosphate
ion_simp_type
setcrg

setcrg0
set_maincrg0
setxyz
charge_membrane
electro

Toread a restart le rest_in

To use atomic coordinates from a restart for constraints rest_constr

To create a new PDB le from the current system makepdb

To display all atom sof a certain residue resatom

To display all bonds of a certain residue resbond
Table of the Keywords RELAX Level

To change default MD parameters md_parm

To read a restart le rest_in

To create arestart le rest_out

To change the default frequency for energy printout (défawdvery 10 steps) energy_out

Ask Dr. Chu what this here does relax_map_lambda

To de ne all residues in region 2 region2_res

To specify the steps to map the free energy pro le map_pf

I have no clue what this means

To specify the relax mapping for unfolding (from folded)

To calculate the protein energy of explicit and simple resgl

This is not a keyword!

To enter the level for specifying the parameters used inithple form
To print the energy and RMSD in the gap les for a relaxation ru
To minimize added sidechains using the steepest descehbdet

To minimize the main torsion in the protein

To specify the minimum system energy for minimizing sideécba

To specify the gyration constraint on CA for state 1

To specify the gyration constraint on CA for state 2

To specify the center corrdinates for gyration calculation

To relax 2 states of different harmonic distance constdmt 2 atoms
To relax from an unconstrained torsion to constrained aorsi

To specify initial and nal postions of the atom for the relmapping
To relax with protein native-contact order constraint fiongle system
To relax with native HBOND constraints

To de ne the plus factor for the native contact order

To calculate the protein contact order for explicit struetu

To specify the scaling factor in contact order calculations

To specify the scaling factor for vdw energy in relaxationsu

To calculate electrostatics between substrate and thanmdaraf the system
To specify the dielectric constant for substrate and sidiecatoms

To alter electrostatic and self-energy print frequencyoofzed residues

mutate_to_GLY
relax_map_unfold
explicit_simple
cal_dely2_uu
expl_simp_parm
write_gap_rms
minimize_side
minimize_main_tor
minimize_run_parm
relax_map_gyconl
relax_map_gycon2
gyration_center
relax_map_cons
relax_map_tor
relax_map_pmf_z
relax_map_contact
relax_map_native_hb
contact_native_r
explicit_contact
multi_contact_vdw
multi_relax_vdw
substrate_res
diele_sub_side
simp_grp_contrib

Table of the Keywords AC Level

To de ne region 1 residues

To de ne region 1 atoms

To assign the charges for states 1 and 2

To assign VDW parameters for states 1 and 2

To modify VDW parameters using softcore potentials
To change default MD parameters

To supply charges and VDW parameters in a le

To set the mapping parameter from state A to B

To set the number of frames for the free energy pro le
To set the entropy constraint for AC calculations

To print the step interval for energy printout

Toread in arestart le

To write a restart le

To set the frequency of writing restart les

To use coordinates from a restart le for constraints
To specify positionsal constraints in AC calculations
To print the energy output

To write out the force on AC atoms

To morph AC atoms during an AC calculation

To set the frequency to print non-bonded interactions

regl_res
regl_atm
ab_crg
ab_vdw
soft_dummy_vdw
md_parm
read_ac
map_lambda
map_pf
ac_entropy
write_w_ac_fq
rest_in
rest_out
rest_fq
rest_constr
atom_p_con
energy_out
check_f
atom_B_shrink
write_nonb_fq
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To set the frequeny to print non-bonded interactions batv2eAC atoms/groups

write_nonb_grp

Table of the Keywords EVB Level

To request an EVB run

To de ne EVB parameters

To monitor electrostatics between an EVB(s) atom and theesys
To calculate electrostatics between an EVB an dproteingrou
To set the number and density of resonance states

This is not a valid keyword!!!

To set the evb atoms to be mutated to aqueous oxygen

To add an atom to the EVB region

To request TS mutation (to dummy)

To request TS charging calculations

To set the densities of the TS

Think about this

To be used with other keyword

To specify evb state without electrostics with environment

To assign EVB torsional force constants

To assign a dummy and screen parameter

To assign the bond length of the dummy (to be shrinked)

To set charges for linked protein atoms for different EVBesa
To switch to harmonic bond calculation (instead of Morestepiial)
To use an extra harmonic bond force

To assign an EVB bond between 2 atoms

To assign a distance range constraint for EVB atoms

To assign a distance constraint between 2 EVB atoms

To assign an angle constraint for EVB atoms

To assign a torsional constraint for EVB atoms

To get the added constraint for adiabatic evb energy pro les
To assign a positional constraint for EVB atoms

To assign a distance constraint for EVB and protein atoms
To force the atom movement along a vector

To assign PENTACOORDINATES

To assign the D parameter for pentacoordinated atoms

To switch to an uphill to TS calculation

To perform an LRA run for EVB at the TS

To calculate the LRA VDW contribution from each protein chs
To assign the part of the system for entropy calculations

To calculate average electrostatics of each residue toreachance state
To calculate electrostatic contribution of main and sigéctatoms
To set the number of steps to construct the free energy pro le
To assign the gas phase dG for the given EVB state

To assign the 2 atom off-diagonal element

To assign the 2 atom off-diagonal element

To specify the off-diagonal parameter for calculating Hij

To specify the off-diagonal parameter for calculating Hij

To specify the 3 atom off-diagonal elements

To specify 3 atom off-diagonal elements

To switch to different mapping potential

To recalculate the Borgis off-diagonal elements

To recalculate the Borgis off-diagonal elements

To assign inductive interactions

To select inductive mode

To specify certain exponential coef cient

To calculate VDW between evb and protein atoms

To de ne type of VDW parameters for evb and protein atoms
To calculate nonbonded interaction between a pair of atoms
To delete an angle between EVB atoms

To add a new angle between EVB atoms (or atoms)

To set a new angle between EVB atoms (or atoms)

To delete a speci c torsional contribution

To add a new torsional parameter for EVB atoms (or atoms)
To add a new improper torsional parameter for EVB atoms @na}
To add a new torsional parameter using a harmonic function
To add new morse bond parameters

To read an existing EVB le

Toread in arestart le

To create a restart le

To set the frequency a restart le is written

evb_simp
evb_parm
evb_grp_elec
evb_pro_grp_elec
evb_state
mutating_evb_atoms
evb_mutated_to_wo
evb_atm
evb_ts_mutate
evb_ts_charging
evb_ts_density
general_ts_mut_map
evb_ts II_0_atm
no_elec_state
pi_tor_pij
dummy_evb_screen
d_evb_bond_shrink
link_p_crg
bond_harmonic
harmonic_morse
evb_bnd
evb_d_range_con
evb_d_con

evb_a con

evb_t con
ave_2pdb_con
evb_position_con
evb_protein_con
vector_a_con
pentacoord
penta_ang_D
uphill_to_ts
Ira_evb_ts
Ira_grp_vdw
evb_entropy
ave_elec
chain_ele_state
map_pf

gas_dg

Hij

Hij_2

Hij_gap
Hij_gap_c

Hr

Hr_gauss
ADV_EVB_MAP
H3

H3_2

R4
intra_evb_induce
exponential
vdw_evb_p
vdw_evb_p_type
vdw_pair

kill_ang

add_ang

set_ang

kill_tor

add_tor

add_itor
harmonic_tor
morse_pair
read_evb

rest_in

rest_out

rest_fq
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To write restart les at speci ed intervals

To create a series of restart les for a de ned EVB state

To use coordinates from a restart Ir for consraints

To switch on automatic proton transport calculation

To de ne H30 charges for the proton transport

To de ne H20 charges for the proton transport

To de ne H30 EVB types for proton transport

To de ne H20 EVB types for the proton transport

To de ne the 3 off-diagonal for O..H-O (Borgis)

To switch on rigid bond energy mapping of reactions in gas
To switch on rigid bond energy mapping of reaction in water
To de ne starting and ending atoms of a rigid bond mapping
To invoke the centroid level

To de ne the target temperature in the xentroid run

To invoka a centroid DISPOLARON calculation

This is not a valid keyword

To de ne the EVB atoms to add the Gaussian Bias energy
To de ne DP dipole solvents

To de ne coupling of cross terms in EVB

To request paradynamic re nement of EVB parameter

To re ne an EVB bond

To re ne an EVB angle

To re ne an EVB torsion

To re ne an EVB imporper torsion

Tore ne an EVB VDW parameter a

To re ne an EVB VDW parameter b

To re ne the EVB hij parameter a for a speci ed hij

To re ne the EVB hij parameter mu for a speci ed hij

To re ne the EVB hij parameter mu for a speci ed hij

To re ne the EVB hij parameter a for a speci ed hr

To re ne the EVB hij parameter mu for a speci ed hr

To re ne the EVB hij parameter a for a speci ed h3

To re ne the EVB hij parameter alpah for a speci ed h3

To re ne the EVB hij parameter beta for a speci ed h3

To re ne the EVB hij parameter gamma for a speci ed h3
To de ne gas phase shift for re nement

To de ne nonbonded exponential repulsion parameter egpl_for re nement
To de ne nonbonded exponential replusion parameter beteefoement
This is not a valid keyword

To specify the EVB electro screen parameter for re nement
To specify the number of PDB les and the root le

To specify the restart le (QM) to be used in evb parametenement
To specify QM force le root name

To specify les in xyz format for PD re nement

To specify the force_ le for PD re nement

To specify quantum energies for PD re nement

Tp specify the values for k1 and k2 in the minimiziation

To specify the number of steps and stepsize in SD minimigdtiore nement
To specify the dp scaling factor in the Paradynamics re nenoé EVB
To write out the probability of each evb state

To writes out numerical and analytical force on evb atoms
Specialized EVB section for proton transfer

To be used with evb_section

To switch off calculation of electrostatics for EVB atoms
This is not a valid keyword

rest_step
ad_restout
rest_constr
proton_transport
pt_h3o_charges
pt_h2o_charges
pt_h3o_evbtype
pt_h2o_evbtype
pt_off_h3
bond_rigid_map
rigid_map_in_water
move_rigid_map
centroid
centroid_temp
centroid_dp
centroid_write_x
centroid_gaussian
dp_ le_name
use_ba_coupling

re ne_use_dfdpl

re ne_evb_bond

re ne_evb_angle

re ne_evb_torsion
re ne_evb_itorsion
rene_evb_vdw_a
re ne_evb_vdw_b
re ne_evb_hij_a

re ne_evb_hij_mu
re ne_evb_hij_mu
rene_evb_hr_a

re ne_evb_hr_mu
rene_evbh H3 A

re ne_evb_H3 ALFA
re ne_evb_H3 BETA
re ne_evb_H3 _GAMA
re ne_evb_gas_shift
re ne_evb_nb_exp
re ne_evb_nb_beta
re ne_evb_nb_a_pair
re ne_evb_screen
pdb_le_for_re ne
rest_le_for_re ne
Fqg_le_for_re ne
xyz_ le_for_ref
force_le_for_ref
Eq_le_for_re ne
k1l_k2_for_re ne
ref_steepest_steps
use_ref_dp
write_prob

check_f
evb_section
transition_section
no_elec_force
write_res_crg

To specify the vqg of each evb atom with protein and water atoms write_vq_out
Table of the Keywords MD_PARM Level
To set the number of steps NSTEPS
To set the temperature TEMPERATURE
To de ne the tolerance temperature TOLERANCE_TEMP
To de ne multiple steps in temperature MULTI_TEMPS
To de ne the stepsize [ps] STEPSIZE
To de ne multiple stepsizes MULTI_STEPSIZE
To change the stepsize during the run CH_STEPSIZE
To specify the number of extra relaxation steps RELAX_1

To specify that no automatic relaxation
This is not a valid keyword
To set the frequency of updates of nonbonded interactions

no_auto_relax
auto_relax_steps
nbupdate
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To run in the gas phase

To remove bulk water

To de ne the radius for region2

To de ne the radius for the water solvent grid

To de ne the distance of water to membrane atoms

To ionize all ionizable residues in region 2

To de ne the langevin grid

To specify the radius for thermalizable atoms

To specify the exclusion and water grid center coordinates
To print all reswidues in a speci ed layer

To print waters around certain residues

To set the solvent

To switch on inductive forces

To specify the screen parameter in the induced dipole atioh
To set the dielectric constrant to screen electrostateraition
To switch the calculation of the induced force on or off

To switch on induction for ac atoms

To calculate VDW interactions using de ned parameteré& /8
To calculate VDW interactions using de ned parameters erand
To switch off electrostatics between certain residues

To specifying a start and end con guration for constrainjtp
To de ne constraints for region 2 atoms

To de ne constraints for water molecules

To de ne distance constraints for 2 sets of atoms

To constraint the distance between a pair of atoms

To de ne position constraints for an atom

To de ne a position constraints for atom and a point

To de ne an angular constraint

To de ne a torsional constraint

To de ne a positional constraint on mainchain atoms

To de ne constraints for main torsions

To de ne positional constraints for a residue

To de ne positional constraints for an atom

To de ne constraints for helix torsions and hbonds

To constraint H atoms in their original positions

To use the SHAKE method for 2 atoms

To de ne the SHAKE parameters

To use atomic coordinates from a restart for constraints

To specify the distance and constraint force for region inato
To specify the frequency of printing xyz coordinates

To set the frequency a restart is being written

To set the frequency a restart le is being updated

To record a binary to allow for movie creation

To set the movie frequency written to the binary le

To request a quasiharmonic estimate of the entropy

To specify the 2 states for the RR approach

To specify the force constants for the RR approach

To specify the force constant for the quasiharmonic apgroac
To specify the restart les for a RR calculation

To set several parameters for RR calculations

To specify LD with 2 solvents and user-de ned reorganizagmergy
To specify Hij for running langevin_chem_conf

To specify the gas-phase shift for running langevin_chemf ¢
This is not a valid keyword

To request a LD simulation

To assign dummy properties to an atom

To specify the gamma parameter in LD simulations

To specify solevnt dipoles in LD simulations

To specify initial coordinates for each solevnt in sol_eadipole
To specify the coupling of langevin dipole solvents

To start a user-de ned child run from a parent EVB run

To gather energies (for paradynamic runs)

To specify mass, force constant and gamma for added confiormangevin dipole

To specify constants in conformation energy calculations
To de ne the langevin solvent coupling strength

To specify the le for langevin solvent coordinates

To request the use of implicit solvation

To specify the input le for doing helicase calculations

GAS_PHASE
NO_BULK
REGION2A_R
WATER_R
WATER_MEM_R
ion_reg2 0.5
LANGEVIN_R
thermalize_r
ex_w_center
write_res_in_surf
write_wat_from_res
solvent

induce
induce_screen
electro_screen
indforce
induce_ac_atoms
p_pair_vdw
p_pair_vdw_er
no_electro_pair
constraint_1_pdb
CONSTRAINT_2
CONSTRAINT_W
CONSTRAINT_2D
CONSTRAINT_PAIR
CONSTRAINT_POST
CONSTRAINT_R
CONSTRAINT_ANG
CONSTRAINT_TOR
CONSTRAINT_MAIN
CONSTRAINT_MAINTOR
CONSTRAINT_RES
CONSTRAINT_ATM
HELIX_CONSTRAINT
H_CONSTRAINT
SHAKE_CONS_DIST
SHAKE_PARAMETER
rest_constr
regionl_plus_cons
write_atom_xyz
REST_FQ
rest_update_fq
MOVIE_CO
MOVIE_FQ
QUASIH_ENTROPY
RR_STATE
RR_FORCE
RR_QUASIH
rr_restart

rr_prep
langevin_chem_conf
lan_chem_conf_Hij
lan_chem_conf_gas
lan_chem_conf_fq
langevin_dyn
dummy_atom
lan_dyn_gamma
sol_evb_dipole
x_sol_0
sol_evb_couple
evb_callout

evb_wref
conformation_mkxg
conform_u_parms
qg_couple_factor
sol_le_name
exp_implicit_sv
helicase_ le
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This is not a valid keyword

To invoke the QMMM level (region 1 atoms are treated by QM)
This is not a valid keyword

Evaluate the PMF by moving from initial to nal state

To specify the radius of gyration constraint of CA atoms

To specify the PMF mapping

To freeze all atoms of a certain region

To freeze certain residues

To freeze certain atoms

To freeze the center of mass of region 1 atoms

To freeze CA torsions

To set the energy of xed atoms constant (no update)

To set a new parameters for a certain angle

To check all forces in the system

To monitor a certain distance in a simulation

To de ne the frequency of distance monitoring

To monitor a certain angle in a simulation

To de ne the frequency of angle monitoring

To monitor a certain torsion in a simulation

To de ne the frequency of torsional monitoring

To monitor the velocity of atoms

To de ne the frequency of velocity monitoring

To de ne the frequency of the log les

To de ne the frequency of the gap les

To rigidly rotate a torsion and other atoms with it

To generate a Ramachandran map

To optimize the protonation state of HIS residues

To minimize using steepest descent method

To de ne the stepsize for steepest descent

To keep the total energy of teh system constant

To minimize region 1 atoms using Newton Raphson

To calculate the contact order

To calculate contact order for an explicit structure

To calculate the radius of gyration

To use Monte Carlo sampling instead of MD

To de ne a group of atoms for MC entropy correction

To de ne the radius for the entropy calculation in MC

To set the replusion VDW parameter

To calculate the RMSD of a residue

To check all angles above a certain treshold

To check the coordinates of a residue

To print the angles of water molecules

To write a PDB le with angles for waters

To keep the total energy of teh system constant

To specify the power parameter for LJ protein-protein

To specify the power parameter for LJ protein-protein @ohiatom)
To specify the added nonbonded interaction parameters-foordls
To specify the added nonbonded interaction parameters-toortdls
| have no idea but Spyros will know more here

| have no idea but Spyros will know more here

To specify the use of langevin dipoles for MD in explicit form
To build a Langevin dipole grid

To build an ionic grid

To de ne a rectangular ionic grid around simpli ed system
To write out the average force on de ned atoms

To set the frequency for WRITE_AVE_FORCE

To request the calculation of vibrational spectra

To request the calculation of vibrational spectra for ragiatoms

To request the calculation of torsion normal modes for &léda simple systems

To request the calculation of cartesian normal modes for QAGB
To request minimizing the CA simple system using NewtoniiRap
To request a Newton-Raphson minimization

To calculate the contact order

To calculate contact order for an explicit structure

To calculate the radius of gyration

To calculate the native hbonds

To use Monte Carlo sampling instead of MD

To de ne a group of atoms for MC entropy correction

fdft

gmmm

qgcff

pmf

gyration_cons
ub_sampling
FIX_REGION

FIX_RES

FIX_ATOM
FIX_CENTER_OF_M_I
FIX_CA_TORSIONS
NO_E_FIX_ATOMS
ANGLE_PARM
CHECK_ALL_F
DIST_ATOMS
DIST_WRITE_FQ
WRITE_ANGLE
ANGLE_WRITE_FQ
WRITE_TORSION
TORSION_WRITE_FQ
VELOCITY_ATOMS
VELOCITY_WRITE_FQ
LOG_WRITE_FQ
GAP_WRITE_FQ
RIGID_ROT_TOR
RAMACHANDRAN_MAP
OPT_HIS

STEEP_MINI
STEEPEST_STEPSIZE
CONSTANT_E

NEWTON_RAPHSON_MIN

GET_CONTACT_ORDER
EXPLICIT_CONTACT
GET_GYRATION
MC_DYNAMICS
MC_ENTROPY_ATOMS
MC_ENTROPY_R
SET_VDW_PARM_A
RMS_RESIDUE
CHECK_ANGLE
CHECK_RES_COORD
WRITE_W_ANGLE
WRITE_PDB_W_ANGLE
CONSTANT_E
NONBOND_LJ_AB
NONBOND_LJ_UH
hb_simp_gas_parm
hb_simp_gas_parm2
cg_radius
expl_ion_self e
expl_lgvn
LD_FOR_MEMBRANE
IG_FOR_MEMBRANE
ig_rec_for_membrane
write_ave_force
write_ave_f fq
cal_vb_spectra
cal_regl_spectra
alfa_tor_nr_modes
alfa_xyz_nr_modes
ca_tor_nr_minimize
newton_raphson_min
GET_CONTACT_ORDER
EXPLICIT_CONTACT
GET_GYRATION
GET_NATIVE_HB
MC_DYNAMICS
MC_ENTROPY_ATOMS
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To de ne the radius for the entropy calculation in MC

To calculate electrostatics between 2 residues

To specify input data for calculating polarity in foldingfiolding

To specify the library for calculating polarity in foldingfolding

To specify the polar and nonpolar polarity for simple CGdesis

To specify the dielectric constant and list of ionized sht@os

To specify the scaling factor for VDW interactions betwe@&esand mainchain
To specify the calculation of VDW interactions (in certaintaff distances)
Tp specify a user-de ned distance-dependent dielectristzmt

To specify a user-de ned set of VDW repulsion parameters

To specify constraints to go from initial to nal structure

| have no idea but Spyros will know more here

| have no idea but Spyros will know more here

| have no idea but Spyros will know more here

To exclude atoms from the atoms included in pdb_2_cons

To kill charges for atoms angled or bonded to region 1 atoms

To specify printing of nonbonded interactions for each apain (regions 1 and 2)

To specify the frequency of printing using nonbond_grp

To calculate the RMSD of a residue

To calculate the RMSD of a group of residues

To de ne the frequency of the RMS calculation

To calculate the radial distribution function

To print interactions between mainchains and sidechains

To print the total HBONDS energy

To specify or change atom coordinates

To reset a charge from a protein atom

To de ne the strength and direction of external eld

To de ne the polarizability value for membrane atoms (geted by molaris)
To calculate the macroscopic dielectric around a resiude

To give a detailed output on used CPU resources and runtime

MC_ENTROPY_R
ELECTRO_RES
simple_side_crg_f
simple_side_lib
simp_res_polarity
sidechain_ions
vdw_ms_scaling
use_vdw_er
user_dielec
set_vdw_parm_a
pdb_2 cons
pdb_2_ pmf

pdb_3 pmf

pdb_2_ pmf_grp2
pdb_2_ free_atoms
ba_crg_Kkill
nonbond_grp
nonbond_e_w_fq
RMS_RESIDUE
RMS_GROUP
RMS_WRITE_STEP
CALCULATE_RDF
write_main_side_e
write_hb_e

setxyz

set_p_crg
EXTERNAL_FIELD
polarizability_mem
MACRO_DIELECTRIC
show_cpu_time

4.2

The keywords split into tasks

Structural tools

— Operations on entire system

— Operations on selected residues

— Operations on atoms

— Operations on bonds

— Operations on angles

— Operations on torsions

— Operations on non-bonded interactions

— Operations for coarse-grained modelling

— Operations on Input/Output and le generation

MD Settings

— Steps and stepsizes

— Constraints

— Cutoff de nitions and radii

— Temperature settings

— Solvation

— Minimization and relaxation

— Visualization tools

— Coarse-grained modelling

— Entropy calculations

— Langevin-Chem-Conf calculations

EVB calculations




4.2. THE KEYWORDS SPLIT INTO TASKS

STRUCTURAL TOOLS: OPERATIONS ON ENTIRE SYSTEM

within ANALYZE

To display all residues current loaded

To display all ionizable residues

To display all residues of a certain type

To calculate the total energy of the current system

To calculate a certain angle in the system

To calculate a certain torsion in the system

To calculate the radius of gyration (for a user de ned group)

To calculate the native HBOND network

To calculate the contact order

To diaplay all bonds above a certain treshold

To display all angles above a certain treshold

To display all main torsions above a certain treshold

This is not a valid keyword

To display all bad nonbonded interactions below a certatadce
To display all disul de bridges in the system

To display all salt bridges in the system

To display all SS bridges in the system

To calculate electrostatics for a selection of the systesid@radius r
To calculate the center of the system (CM)

To adjust the center of mass (CM)

To nd all ionizable residues within a sphere

To nd all residues within a radius from a center

To rotate hydrogen bound to heavy atoms

To rotate the axis

To rotate a helix

To create les for viewing the electrostatic potential sué for region 1
To calculate the VDW surface area of the protein

To translate the whole system

To rigidly align CA of the current system with the CA of a PDEe |
To rigidly align CA of the current system with the CA of redtde
To list all HBONDS in a de ned cutoff cutoff range for that bds
To list all HBONDS that exist in the current structure and staet le
To compare the residues numbers between current systenDahdeP
To uncharge the residues chraged from the amber library

To convert the CG model to the alfa-beta model

To calculate the non-bonded pairlist for speci ed CG res&lu

To minimize added sidechains using the steepest descehbdhet
To convert simpli ed residues to explicit structures

To convert and relax simpli ed residues to explicit struetsi

To ionize all resiues of the speci ed type

To ionize simpli ed residues of a speci ed type

To ionize united residues of a speci ed type

To add electrodes to the system

To add a membrane grid to the system

To add membrane electrodes to the system

To de ne regionl atoms

To add a layer of membrane grid around the surface of specegtn 1 atoms
To remove membrane atoms within a sphere or cylindricalespac
To remove membrane atoms within a cubic or recangular space
To charge membrane atoms (top and bottom layers along aepegis)
To build a LD grid around the system

To build an ionic grid around the system

To print the group correlation matrix

To calculate the autocorrelation

To update the topology le

To generate a histogram from an external le

allres

all_ionizable
restype

system_e

get_ang

get_tor
get_gyration
get_native_hb
get_contact_order
chk_bond
chk_angle
chk_maintor
set_angle
chk_bad_nonbd_r
chk_disul de
chk_salt_bridge
chk_ss_bridge
electro_radius
center_s

adjust_cm
sphereion
sphereres

rotate_h
rotate_axis
rotate_helix
viewpot

vdwsurf
translate_system
superimpose_ca_pdb
superimpose_ca_rest
list_hbonds
list_hbonds_2
pdb_res_to_mol_res
uncharge_amber
cg_to_alfa_beta
cb_nonbond_list
minimize_side
simp_to_expl_pdb
simp_to_expl_relax
iontyp
ion_simp_type
ion_united_type
add_electrodes
add_memgrid
add_mem_electrodes
regl_atm
add_memgrid_surface
remove_mem_r
remove_mem_xyz
charge_membrane
Id_for_membrane
ig_for_membrane
write_grp_corr
auto_correlation
update_topology
general_histogram

within PRE_ENZ Level

To half-ionize all residues of a certain type

To ionize all residues of a certain type

To ionize all DNA residues inside a given radius with -1

To ionize all residues of a certain simpli ed type

To set teh charge to zero for every mainchain atom in a speécesidue
To charge membrane atoms (top and bottom layers along aepegis)
To calculate electrostatics of a regionl residue with negjio

To display all atom sof a certain residue

iontyp_half

iontyp
ion_phosphate
ion_simp_type
set_maincrg0
charge_membrane
electro

resatom
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To display all bonds of a certain residue | resbond
within RELAX
To de ne all residues in region 2 region2_res
To calculate the protein energy of explicit and simple resgl explicit_simple
To minimize added sidechains using the steepest descehbdhet minimize_side
To minimize the main torsion in the protein minimize_main_tor
To specify the minimum system energy for minimizing sidécha minimize_run_parm
To specify the center corrdinates for gyration calculation gyration_center
To specify initial and nal postions of the atom for the relmapping relax_map_pmf_z
To relax with protein native-contact order constraint fiongle system relax_map_contact
To relax with native HBOND constraints relax_map_native_hb
To calculate the protein contact order for explicit struetu explicit_contact
To calculate electrostatics between substrate and thenderaf the system substrate_res
To specify the dielectric constant for substrate and sidiechtoms diele_sub_side
within AC
To de ne region 1 residues regl _res
To de ne region 1 atoms regl_atm
To write out the force on AC atoms check_f
To morph AC atoms during an AC calculation atom_B_shrink
within EVB
To monitor electrostatics between an EVB(s) atom and theesys evb_grp_elec
To calculate electrostatics between an EVB an dproteingrou evb_pro_grp_elec
To be used with other keyword evb ts_Il_O_atm
To calculate the LRA VDW contribution from each protein chs Ira_grp_vdw
To calculate average electrostatics of each residue toreachance state ave_elec
To calculate electrostatic contribution of main and si@éctatoms chain_ele_state
To calculate VDW between evb and protein atoms vdw_evb_p
To delete an angle between EVB atoms kill_ang
To add a new angle between EVB atoms (or atoms) add_ang
To set a new angle between EVB atoms (or atoms) set_ang
Structural tools: Operations on selected residues
within ANALYZE
To display all atom sof a certain residue resatom
To display all bonds of a certain residue resbond
To display all angles of a certain residue resang
To display all torsions of a certain residue restor
To display all improper torsions of a certain residue resitor
To specify the residue number and effective dielectric oba-ionizable residuel res_ion_vq
To display the distance between 2 atoms distatom
To calculate a certain angle in the system get_ang
To calculate a certain torsion in the system get_tor
To calculate the distance between 2 residues distres
To calculate the minimum distance between 2 residues (hetavys only!) minimum_distres
To calculate electrostatics for a pair of residues electro_res
To calculate the center of a given residue and to specify aceater and radius| center_r
To nd all atoms within a radius of a center sphereatm
To move a group of atoms move_atoms
To mutate a residue mutate_res
To mutate to a simpli ed residue (from simpli ed or expligiepresentation) mutate_simp_res
To mutate a residue to H20 mutate_res_to_h2o
To replace a solute molecule in the system replace_ligand
To return the residue number an atom belongs to whichres
To calculate the non-bonded pairlist for speci ed CG resg&lu cb_nonbond_list
To convert simpli ed residues to explicit structures simp_to_expl_pdb
To convert and relax simpli ed residues to explicit struetsi simp_to_expl_relax
To ionize all resiues of the speci ed type iontyp
To ionize simpli ed residues of a speci ed type ion_simp_type
To ionize united residues of a speci ed type ion_united_type
To dock a ligand into a binding site dock_ligand
To add a new C-terminal residue add_res_at_end
To add a new N-terminal residue add_res_at_start
To insert a new residue at a speci ed position insert_res
To remove a residue at a speci ed position remove_res
within PRE_ENZ
To ionize a certain residue ionres
To half-ionize a certain residue ionres_half
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To half-ionize all residues of a certain type

To unionize a certain residue

To ionize all residues of a certain type

To ionize all DNA residues inside a given radius with -1
To ionize all residues of a certain simpli ed type

iontyp_half
unionres
iontyp
ion_phosphate
ion_simp_type

To set the charge to zero for speci ed residues setcrg0

To set teh charge to zero for every mainchain atom in a speécesidue set_maincrg0

To display all atom sof a certain residue resatom

To display all bonds of a certain residue resbond
Operations on atoms

To display the distance between 2 atoms distatom

To calculate a certain angle in the system get_ang

To calculate a certain torsion in the system get_tor

To calculate the distance between 2 sidechain atoms dist_cen_side_heavy

To change atom coordinates setxyz

To calculate electrostatics for a pair of atoms electro_atm

To calculate the center of a selection of atoms center_atoms

To nd all atoms within a radius of a center sphereatm

To add a new bond between two atoms addbond

To display all bonds for an atom

To display all angles for an atom

To remove a bond between atoms

To render an atom dummy

To move a group of atoms

To rotate an atom

To return the residue number an atom belongs to

To add main chain atoms

To add sidechain atoms

To de ne regionl atoms

To remove membrane atoms within a sphere or cylindricalespac
To remove membrane atoms within a cubic or recangular space
To charge membrane atoms (top and bottom layers along aegpesis)

bonds_for_atom
angles_for_atom
removebond
set_atom_dummy
move_atoms
rotate_atom
whichres
add_main_atoms
add_sidechain
regl_atm
remove_mem_r
remove_mem_xyz
charge_membrane

within PRE_ENZ Level

To set a new charge for a speci ed atom

To change atom coordinates

To charge membrane atoms (top and bottom layers along aegpesis)
To use atomic coordinates from a restart for constraints

setcrg

setxyz
charge_membrane
rest_constr

To display all atom sof a certain residue resatom

To display all bonds of a certain residue reshond
Operations on bonds

To display all bonds of a certain residue resbond

To diaplay all bonds above a certain treshold chk_bond

To display all disul de bridges in the system chk_disul de

To display all salt bridges in the system
To display all SS bridges in the system
To add a new bond between two atoms
To display all bonds for an atom
To display all angles for an atom

chk_salt_bridge
chk_ss_bridge
addbond
bonds_for_atom
angles_for_atom

To remove a bond between atoms removebond

To rotate hydrogen bound to heavy atoms rotate_h

To list all HBONDS in a de ned cutoff cutoff range for that bds list_hbonds

To list all HBONDS that exist in the current structure and staet le list_hbonds_2

within PRE_ENZ

To display all bonds of a certain residue | reshond
Operations on angles

To display all angles of a certain residue resang

To calculate a certain angle in the system get_ang

To display all angles above a certain treshold chk_angle

To display all angles for an atom

angles_for_atom

Operations on torsions
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To display all torsions of a certain residue restor
To display all improper torsions of a certain residue resitor
To calculate a certain torsion in the system get_tor
To display all main torsions above a certain treshold chk_maintor

Operations on nonbonded interactions

To display all bad nonbonded interactions below a certatadce
To calculate electrostatics for a selection of the systesid@radius r

chk_bad_nonbd_r
electro_radius

To calculate electrostatics for a pair of residues electro_res

To calculate electrostatics for a pair of atoms electro_atm

To calculate the VDW surface area of the protein vdwsurf
Table of the Keywords PRE_ENZ Level

To calculate electrostatics of a regionl residue with negjio | electro

Operations for Coarse-grained modelling

To calculate the contact order

To calculate the distance between 2 residues

To calculate the distance between 2 sidechain atoms

To calculate the minimum distance between 2 residues (hetavys only!)
To rotate the axis

To rotate a helix

To rigidly align CA of the current system with the CA of a PDBEe |

To rigidly align CA of the current system with the CA of redtde

To convert the CG model to the alfa-beta model

To calculate the non-bonded pairlist for speci ed CG res&lu

To add main chain atoms

To add sidechain atoms

To minimize added sidechains using the steepest descehbdhet

To convert simpli ed residues to explicit structures

To convert and relax simpli ed residues to explicit struetsi

To relax with 2 PDB structures — Ask Dr. Chu here

To ionize simpli ed residues of a speci ed type

To ionize united residues of a speci ed type

To add electrodes to the system

To add a membrane grid to the system

To add membrane electrodes to the system

To add a layer of membrane grid around the surface of specegibn 1 atoms
To remove membrane atoms within a sphere or cylindricalespac

To remove membrane atoms within a cubic or recangular space

To charge membrane atoms (top and bottom layers along aegpesis)
To build a LD grid around the system

To build an ionic grid around the system

get_contact_order
distres
dist_cen_side_heavy
minimum_distres
rotate_axis
rotate_helix
superimpose_ca_pdb
superimpose_ca_rest
cg_to_alfa_beta
cb_nonbond_list
add_main_atoms
add_sidechain
minimize_side
simp_to_expl_pdb
simp_to_expl_relax
expl_pdb_2_relax
ion_simp_type
ion_united_type
add_electrodes
add_memgrid
add_mem_electrodes
add_memgrid_surface
remove_mem_r
remove_mem_xyz
charge_membrane
Id_for_membrane
ig_for_membrane

within PRE_ENZ

To half-ionize a certain residue

To half-ionize all residues of a certain type

To unionize a certain residue

To ionize all DNA residues inside a given radius with -1

To ionize all residues of a certain simpli ed type

To set teh charge to zero for every mainchain atom in a speécesidue
To charge membrane atoms (top and bottom layers along aepegis)

ionres_half
iontyp_half
unionres
ion_phosphate
ion_simp_type
set_maincrg0
charge_membrane

MD settings: Steps and stepsize

To set the number of steps NSTEPS

To de ne the stepsize [ps] STEPSIZE

To de ne multiple stepsizes MULTI_STEPSIZE

To change the stepsize during the run CH_STEPSIZE

To specify the number of extra relaxation steps RELAX_1

To specify that no automatic relaxation is performed no_auto_relax

To de ne the stepsize for steepest descent STEEPEST_STEPSIZE

MD settings: Constraints

To specifying a start and end con guration for constrainputp constraint_1_pdb
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To de ne constraints for region 2 atoms

To de ne constraints for water molecules

To de ne distance constraints for 2 sets of atoms

To constraint the distance between a pair of atoms

To de ne position constraints for an atom

To de ne a position constraints for atom and a point

To de ne an angular constraint

To de ne a torsional constraint

To de ne a positional constraint on mainchain atoms
To de ne constraints for main torsions

To de ne positional constraints for a residue

To de ne positional constraints for an atom

To de ne constraints for helix torsions and hbonds

To constraint H atoms in their original positions

To use the SHAKE method for 2 atoms

To de ne the SHAKE parameters

To use atomic coordinates from a restart for constraints
To specify the distance and constraint force for region inato
To freeze all atoms of a certain region

To freeze certain residues

To freeze certain atoms

To freeze the center of mass of region 1 atoms

To freeze CA torsions

To set the energy of xed atoms constant (no update)
To keep the total energy of teh system constant

To specify constraints to go from initial to nal structure
To exclude atoms from the atoms included in pdb_2_cons

CONSTRAINT_2
CONSTRAINT_W
CONSTRAINT_2D
CONSTRAINT_PAIR
CONSTRAINT_POST
CONSTRAINT_R
CONSTRAINT_ANG
CONSTRAINT_TOR
CONSTRAINT_MAIN
CONSTRAINT_MAINTOR
CONSTRAINT_RES
CONSTRAINT_ATM
HELIX_CONSTRAINT
H_CONSTRAINT
SHAKE_CONS_DIST
SHAKE_PARAMETER
rest_constr
regionl_plus_cons
FIX_REGION
FIX_RES

FIX_ATOM
FIX_CENTER_OF_M_|
FIX_CA_TORSIONS
NO_E_FIX_ATOMS
CONSTANT_E

pdb_2_ cons

pdb_2 free_atoms

MD settings: Cutoff radii

To de ne the radius for region2

To de ne the radius for the water solvent grid

To de ne the distance of water to membrane atoms

To specify the exclusion and water grid center coordinates
To specify the distance and constraint force for region inato

REGION2A_R
WATER_R
WATER_MEM_R
ex_w_center
regionl_plus_cons

MD settings: Temperature

To set the temperature

To de ne the tolerance temperature

To de ne multiple steps in temperature

To de ne the target temperature in the xentroid run

TEMPERATURE
TOLERANCE_TEMP
MULTI_TEMPS
centroid_temp

MD settings: Solvation

To run in the gas phase

To remove bulk water

To de ne the radius for the water solvent grid

To de ne the distance of water to membrane atoms

To de ne the langevin grid

To specify the exclusion and water grid center coordinates
To print waters around certain residues

To set the solvent

To switch on inductive forces

To specify the screen parameter in the induced dipole cidtioh
To set the dielectric constrant to screen electrostateraction
To switch the calculation of the induced force on or off

To switch on induction for ac atoms

To specify LD with 2 solvents and user-de ned reorganizatmergy
To specify the gamma parameter in LD simulations

To specify solevnt dipoles in LD simulations

To specify initial coordinates for each solevnt in sol_edipole
To specify the coupling of langevin dipole solvents

To de ne the langevin solvent coupling strength

To specify the le for langevin solvent coordinates

To request the use of implicit solvation

To specify the use of langevin dipoles for MD in explicit form

GAS_PHASE
NO_BULK
WATER_R
WATER_MEM_R
LANGEVIN_R
ex_w_center
write_wat_from_res
solvent

induce
induce_screen
electro_screen
indforce
induce_ac_atoms
langevin_chem_conf
lan_dyn_gamma
sol_evb_dipole
x_sol_0
sol_evb_couple
qg_couple_factor
sol_le_name
exp_implicit_sv
expl_lgvn
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To build a Langevin dipole grid LD_FOR_MEMBRANE
To build an ionic grid IG_FOR_MEMBRANE
To de ne a rectangular ionic grid around simpli ed system ig_rec_for_membrane
Tp specify a user-de ned distance-dependent dielectntstamt user_dielec
To calculate the macroscopic dielectric around a resiude MACRO_DIELECTRIC
MD settings: Monitoring and altering degrees of freedom
To set the frequency of updates of nonbonded interactions nbupdate
To calculate VDW interactions using de ned parameter& /8 p_pair_vdw
To calculate VDW interactions using de ned parameters erand p_pair_vdw_er
To switch off electrostatics between certain residues no_electro_pair
To assign dummy properties to an atom dummy_atom
To set the energy of xed atoms constant (no update) NO_E_FIX_ATOMS
To set a new parameters for a certain angle ANGLE_PARM
To check all forces in the system CHECK_ALL_F
To monitor a certain angle in a simulation WRITE_ANGLE
To de ne the frequency of angle monitoring ANGLE_WRITE_FQ
To monitor a certain torsion in a simulation WRITE_TORSION
To de ne the frequency of torsional monitoring TORSION_WRITE_FQ
To monitor the velocity of atoms VELOCITY_ATOMS
To de ne the frequency of velocity monitoring VELOCITY_WRITE_FQ
To de ne the frequency of the log les LOG_WRITE_FQ
To de ne the frequency of the gap les GAP_WRITE_FQ
To rigidly rotate a torsion and other atoms with it RIGID_ROT_TOR
To generate a Ramachandran map RAMACHANDRAN_MAP
To keep the total energy of teh system constant CONSTANT_E
To set the replusion VDW parameter SET_VDW_PARM_A
To check all angles above a certain treshold CHECK_ANGLE
To print the angles of water molecules WRITE_W_ANGLE
To write a PDB le with angles for waters WRITE_PDB_W_ANGLE
To keep the total energy of teh system constant CONSTANT_E
To specify the power parameter for LJ protein-protein NONBOND_LJ_AB
To specify the power parameter for LJ protein-protein @chiattom) NONBOND_LJ_UH
To specify the added nonbonded interaction parameters-foorids hb_simp_gas_parm
To specify the added nonbonded interaction parameters-foorids hb_simp_gas_parm2
To write out the average force on de ned atoms write_ave_force
To set the frequency for WRITE_AVE_FORCE write_ave_f fq
To request the calculation of torsion normal modes for &lda simple systems | alfa_tor_nr_modes
To request the calculation of cartesian normal modes for QRGB alfa_xyz_nr_modes
To calculate electrostatics between 2 residues ELECTRO_RES
To specify the scaling factor for VDW interactions betwe&esnd mainchain vdw_ms_scaling
To specify the calculation of VDW interactions (in certautaff distances) use_vdw_er
To specify a user-de ned set of VDW repulsion parameters set_vdw_parm_a
To exclude atoms from the atoms included in pdb_2_cons pdb_2 free_atoms
To kill charges for atoms angled or bonded to region 1 atoms ba_crg_Kkill
To specify printing of nonbonded interactions for each ajin (regions 1 and 2) nonbond_grp
To specify the frequency of printing using nonbond_grp nonbond_e_w_fq
To print interactions between mainchains and sidechains write_main_side_e
To print the total HBONDS energy write_hb_e
MD settings: Minimization& Relaxation
To specify the number of extra relaxation steps RELAX_1
To specify that no automatic relaxation no_auto_relax
To optimize the protonation state of HIS residues OPT_HIS
To minimize using steepest descent method STEEP_MINI
To de ne the stepsize for steepest descent STEEPEST_STEPSIZE
To minimize region 1 atoms using Newton Raphson NEWTON_RAPHSON_MIN
To request minimizing the CA simple system using NewtoniiRap ca_tor_nr_minimize
To request a Newton-Raphson minimization newton_raphson_min
MD settings: Coarse-grained modelling
To specify the exclusion and water grid center coordinates ex_w_center
To specify the radius of gyration constraint of CA atoms gyration_cons
To calculate the contact order GET_CONTACT_ORDER
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To calculate contact order for an explicit structure

To build a Langevin dipole grid

To build an ionic grid

To de ne a rectangular ionic grid around simpli ed system

To request the calculation of torsion normal modes for &léda simple systems
To request the calculation of cartesian normal modes for @AGB

To request minimizing the CA simple system using Newton{Rap

To calculate the contact order

To calculate contact order for an explicit structure

To calculate the radius of gyration

To calculate the native hbonds

To specify input data for calculating polarity in foldingiolding

To specify the library for calculating polarity in foldingifolding

To specify the polar and nonpolar polarity for simple CGdeasis

To specify the dielectric constant and list of ionized sfd#ns

To de ne the strength and direction of external eld

To de ne the polarizability value for membrane atoms (geted by molaris)

EXPLICIT_CONTACT
LD_FOR_MEMBRANE
IG_FOR_MEMBRANE
ig_rec_for_membrane
alfa_tor_nr_modes
alfa_xyz_nr_modes
ca_tor_nr_minimize
GET_CONTACT_ORDER
EXPLICIT_CONTACT
GET_GYRATION
GET_NATIVE_HB
simple_side_crg_f
simple_side_lib
simp_res_polarity
sidechain_ions
EXTERNAL_FIELD
polarizability_mem

MD settings: Entropy

To request a quasiharmonic estimate of the entropy
To specify the 2 states for the RR approach

To specify the force constants for the RR approach
To specify the force constant for the quasiharmonic apgroac
To specify the restart les for a RR calculation

To set several parameters for RR calculations

To use Monte Carlo sampling instead of MD

To de ne a group of atoms for MC entropy correction
To de ne the radius for the entropy calculation in MC
To de ne a group of atoms for MC entropy correction
To de ne the radius for the entropy calculation in MC

QUASIH_ENTROPY
RR_STATE

RR_FORCE
RR_QUASIH

rr_restart

Ir_prep

MC_DYNAMICS
MC_ENTROPY_ATOMS
MC_ENTROPY R
MC_ENTROPY_ATOMS
MC_ENTROPY R

MD settings: Visualization

To write out coordinates of speci ed residues in a abinagy |

To set the frequency of writing coordinates to the binary le
within ANALYZE

To enter the module to create a movie from a binary le

To specify the force constants for the RR approach

To specify the force constant for the quasiharmonic apgroac

To specify the restart les for a RR calculation

To set several parameters for RR calculations

To use Monte Carlo sampling instead of MD

To de ne a group of atoms for MC entropy correction

To de ne the radius for the entropy calculation in MC

To de ne a group of atoms for MC entropy correction

To de ne the radius for the entropy calculation in MC

MOVIE_CO
MOVIE_FQ

VIEWMOVIE
RR_FORCE
RR_QUASIH

rr_restart

Ir_prep

MC_DYNAMICS
MC_ENTROPY_ATOMS
MC_ENTROPY_R
MC_ENTROPY_ATOMS
MC_ENTROPY_R
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Chapter 5

Appendices

5.1 List of Demos

5.1.1 Demaan_total

Analyze the system and obtain divers info from it.

5.1.2 Demcez_relax

Relaxation of a protein with molecular dynamics.

5.1.3 Demcez_EVBgasphase

5.1.4 Demoez EVB

EVB calculation for the reaction catalysed by ubtilisin inter and in the protein. The results are writte8@®UT_DIR/evb_subwat
and$OUT_DIR/evb_sub |, respectively. Note that the gap les generated by this demich correspond to the energy values for each
frame in the free energy perturbation (FEP) calculationl@acated in$OUT_DIR/+. Mapping of those les is done by the program
xmap which is provided wittMOLARIS



176

5.1.5
5.1.6
5.1.7
5.1.8
5.1.9
5.1.10
5.1.11
5.1.12
5.1.13
5.1.14
5.1.15
5.1.16

Demoez_EVBcentroid
Demoez_EVBadiabgasphase
Demoez_EVBadiab
Demoez_EVBnonequilibrium
Demoez_ PMF
Demaez_AC
Demaez_RRA
Demaol_solvpdid
Demal_solvfep
Demaol_aipdid
Demapl_bindpdid
Demaqol_pkapdid

CHAPTER 5. APPENDICES

pK acalculation of a residue in a protein. The results are writte5OUT_DIR/bpti_pka .

5.1.17
5.1.18
5.1.19
5.1.20
5.1.21
5.1.22

Demaql_pkafep
Demaol_redoxpdid
Demaol_redoxfep
Demaol_logp
Demal_titraphO
Demaol_evbpdid
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